NOTE ABOUT ASYMPTOTIC BEHAVIOUR OF POSITIVE SOLUTIONS OF SUPERLINEAR DIFFERENTIAL EQUATION OF EMDEN-FOWLER TYPE AT ZERO

MARIJA MIKIĆ

Abstract. We study the asymptotic behavior of solutions of the differential equation of Emden-Fowler type

$$y'' - x^a y^\sigma = 0,$$

where $a \in \mathbb{R}$, $\sigma > 1$. We prove some of theorems on asymptotic properties of solutions and obtain asymptotic formulas for solutions near zero.

1. Introduction

In this paper we study very important non-linear second-order differential equation

$$y'' - x^a y^\sigma = 0.$$

This equation came first into prominence in connection with the astrophysical researcher Emden. A number of results obtained by Emden in the usual half-intuitive, wholly ingenious fashion of the physicist were made by Fowler, who was then stimulated to continue and give a complete discussion of solutions of this equation for all values of the parameters. The equation has several very interesting physical applications, occurring in astrophysics in the form of the Emden equation and in atomic physics in the form of Fermi-Thomas equation.

Mathematically, the equation has great potential. It is a nontrivial, nonlinear, differential equation with a large class of solutions whose behaviour can be ascertained with astonishing accuracy, despite the fact that the solutions, in general, can’t be obtained explicitly.
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The Emden-Fowler type of equation has significant applications in many fields of scientific and technical world and this equation has been investigated by many researchers. This equation was considered, e.g. in \cite{1–3,5}.

In \cite{2,3,5} were obtained asymptotic properties of solutions of the Emden-Fowler equation at infinity. In paper \cite{1} was obtained some asymptotic properties of solutions of the Emden-Fowler equation near zero. These papers motivate us to fully examine the behaviour of solutions Emden-Fowler equation near zero in the case when $σ > 1$ and $a \in \mathbb{R}$.

The Emden-Fowler differential equation $y'' - x^a y^σ = 0$ is said to be superlinear or sublinear according as $σ > 1$ or $0 < σ < 1$.

Our paper is divided into two parts. In Section 2 we present definition and some lemmas that are very useful for proof of the main theorem in the Section 3. In Section 3, we proved main theorem and we obtain asymptotic formulas of positive solutions of superlinear Emden-Fowler equation near zero.

2. Definitions and Auxiliary Results

**Definition 2.1.** Two non-trivial functions $y_1(x)$ and $y_2(x)$ are asymptotically equivalent as $x \to \infty$ if $y_1(x) = y_2(x)(1 + o(1))$ as $x \to \infty$.

The asymptotic behavior of solutions of quasi-linear second-order differential equations has been investigated a lot \cite{2,4}. Let’s consider some results for equation (2.1)

$$u'' - Bu' + Au - |u|^{k-1}u = 0,$$

where $u = u(t)$, $A = \text{const}$, $B = \text{const} > 0$, and $k > 1$.

In the sequel we will use the following results from \cite{4}.

**Lemma 2.1.** Suppose $A < 0$. Then for any non-trivial solution $u(t)$ of (2.1) defined in a neighbourhood (of $+\infty$) it holds

$$u(t) = (C + o(1)) e^{-mt},$$

as $t \to +\infty$, with some non-zero constant $C$ and $m = \sqrt{B^2 - A + \frac{B}{2}} > 0$. Such a solution exists for any $C \neq 0$.

**Lemma 2.2.** Suppose $A = 0$. Then for any non-trivial solution $u(t)$ of (2.1) defined in a neighbourhood (of $+\infty$) it holds

$$u(t) = \pm \left(\frac{k - 1}{B}t\right)^{-\frac{\beta}{2}} \cdot (1 + o(1)),$$

as $t \to +\infty$, where $β = \frac{2}{k-1} > 0$. Such a solution exists.

**Lemma 2.3.** Suppose $A > 0$. Then for any non-trivial solution $u(t)$ of (2.1) defined in a neighbourhood (of $+\infty$) it holds

$$u(t) = \pm A^{\frac{\beta}{2}} + o(1),$$
as \( t \to +\infty \), where \( \beta = \frac{2}{k-1} > 0 \). Such a solution exists.

Let’s consider some results for equation

\[
(2.2) \quad \frac{d^2 u}{dt^2} + B_1 \frac{du}{dt} + Au - |u|^{k-1}u = 0,
\]

where \( u = u(t), \ A = \text{const}, \ B_1 = \text{const} > 0, \) and \( k > 1 \).

**Lemma 2.4.** Suppose \( A < 0 \). Then for any non-trivial solution \( u(t) \) of (2.2) defined in a neighbourhood \((0, +\infty)\) it holds

\[
u(t) = (C + o(1)) e^{-Mt},
\]
as \( t \to +\infty \), with some non-zero constant \( C \) and \( M = \sqrt{\frac{B_1^2}{4} - A + \frac{B_1}{2}} > 0 \). Such a solution exists for any \( C \neq 0 \).

**Lemma 2.5.** Suppose \( A = 0 \). Then for any non-trivial solution \( u(t) \) of (2.2) defined in a neighbourhood \((0, +\infty)\) it holds

\[
u(t) = (C + o(1)) e^{-B_1t},
\]
as \( t \to +\infty \), with some non-zero constant \( C \). Such a solution exists for any \( C \neq 0 \).

**Lemma 2.6.** Suppose \( 0 < A < \frac{B_1^2}{4} \). Then for any non-trivial solution \( u(t) \) of (2.2) tending to 0 as \( t \to +\infty \) it holds

\[
u(t) = Ce^{-mt} (1 + o(1))
\]
or

\[
u(t) = Ce^{-Mt} (1 + o(1)) ,
\]

with some non-zero constant \( C, m = \frac{B_1}{2} - \sqrt{\frac{B_1^2}{4} - A} \), and \( M = \sqrt{\frac{B_1^2}{4} - A + \frac{B_1}{2}} \). Such solutions exists for any \( C \neq 0 \).

The reader can find proofs of Lemma 2.1, Lemma 2.2, Lemma 2.3, Lemma 2.4, Lemma 2.5 and Lemma 2.6 in [4].

3. **Asymptotic Behaviour of Positive Solutions of the Superlinear Emden-Fowler Equation**

The asymptotical behaviour of solutions of the Emden-Fowler equations was investigated a lot (see references [2, 5]). Let’s consider some results for superlinear equation

\[
y'' - x^a y^a = 0,
\]

where \( y = y(x), \ x > 0, \) and \( a \in \mathbb{R} \).

We will analyse the asymptotic of positive solutions of (3.1) as \( x \to +0 \). In order to prove the next theorem easier to follow, and for completeness of considered cases, we show Figure 1.

Let’s comment now Figure 1. The Figure 1 shows that all considered cases for which the asymptotic results of behaviour of positive solutions of differential equations (3.1)
when \( x \) tends to zero. It may be noted that the results of behaviour of positive solutions of differential equations (3.1) for each \( a \in \mathbb{R} \) and \( \sigma > 1 \), i.e., it is obtained complete asymptotic behaviour of positive solutions of superlinear differential equations of Emden-Fowler type.

All cases shown in Figure 1 are processed in the following theorem.

**Theorem 3.1.** Suppose \( \sigma > 1 \). Then for any positive solutions \( y(x) \) of (3.1) the following statements are true:

a) If \( 2a + \sigma + 3 < 0 \), \( a < -2 \), \( a + \sigma + 1 > 0 \) or \( a < -2 \), \( 2a + \sigma + 3 > 0 \) or \( a = -2 \), then

\[
y(x) = (C + o(1)) \cdot x,
\]

as \( x \to +0 \), with some constant \( C > 0 \). Such a solution exists for any \( C > 0 \).

b) If \( a < -2 \) and \( a + \sigma + 1 = 0 \), then

\[
y(x) = ((a + 2) \ln x)^{\frac{1}{a+2}} \cdot x \cdot (1 + o(1)),
\]

as \( x \to +0 \). Such a solution exists.

c) If \( a < -2 \) and \( a + \sigma + 1 < 0 \), then

\[
y(x) = \left( \frac{(a + 2)(a + \sigma + 1)}{(1 - \sigma)^2} \right)^{\frac{1}{a+2}} \cdot x \cdot (1 + o(1)),
\]

as \( x \to +0 \). Such a solution exists.

d) If \( a > -2 \), then

\[
y(x) = C (1 + o(1)),
\]

or

\[
y(x) = C (1 + o(1)) \cdot x,
\]
as $x \to +0$, with some constant $C > 0$. Such a solution exists for any $C > 0$.

e) If $2a + \sigma + 3 = 0$, then solutions have parametric form

\[
x(\tau) = mC_2 e^2 f\left(\frac{8}{\pi \Gamma^{\sigma+1} + r^2 + C_1}\right)^{-\frac{1}{2}} d\tau
\]
\[
y(\tau) = nC_2 \tau e^f\left(\frac{8}{\pi \Gamma^{\sigma+1} + r^2 + C_1}\right)^{-\frac{1}{2}} d\tau
\]

where $\left(\frac{m}{n}\right)\frac{2}{\Gamma^{\sigma-1}} = 1$ and $C_1, C_2$ are constants, $C_2 > 0$, and $C_1$ such that the expression is well-defined.

Proof. The change of variables $x = e^{-t}$, $y = u e^{-\lambda t}$, where $\lambda = \frac{a+2}{1-\sigma}$ and $u = u(t)$, reduces (3.1) to the form

\[
u'' - (2\lambda - 1)v' + \lambda(\lambda - 1)u - u'' = 0.
\]

Thus, we reduced (3.1) to (2.1) with $A = \frac{(a + 2)(a + \sigma + 1)}{(1 - \sigma)^2}$ and $B = \frac{2a + \sigma + 3}{1 - \sigma}$.

Note that we have

\[
\frac{B^2}{4} - A = \frac{1}{4}.
\]

a) To prove this proposition we will use Lemma 2.1, Lemma 2.4 and Lemma 2.5. If $2a + \sigma + 3 < 0$, $a < -2$, $a + \sigma + 1 > 0$, then $A < 0$ and $B > 0$. From the Lemma 2.1 we have that

\[
u(t) = (C + o(1)) e^{-mt},
\]
as $t \to +\infty$, with some constant $C > 0$ and form (3.2) $m = \frac{1-B}{2} > 0$. In this case $m = \frac{a+\sigma+1}{\sigma-1}$. Thus, we obtain

\[
y(t) = u(t)e^{-\lambda t} = (C + o(1)) e^{-(m+\lambda)t} = (C + o(1)) e^{-t},
\]
as $t \to +\infty$, where $C > 0$. Hence

\[
y(x) = (C + o(1)) \cdot x,
\]
as $x \to +0$, with some constant $C > 0$.

If $a < -2$ and $2a + \sigma + 3 > 0$, then $B < 0$ and $A < 0$. From the Lemma 2.4 we have that

\[
u(t) = (C + o(1)) e^{-Mt},
\]
as $t \to +\infty$, with some constant $C > 0$ and $M = \sqrt{\frac{B^2}{4} - A + B_1} > 0$, $B_1 = -B$. In this case $M = \frac{a+\sigma+1}{\sigma-1}$. Thus, we obtain

\[
y(t) = u(t)e^{-\lambda t} = (C + o(1)) e^{-(M+\lambda)t} = (C + o(1)) e^{-t},
\]
as $t \to +\infty$, where $C > 0$. Hence

\[
y(x) = (C + o(1)) \cdot x,
\]
as $x \to +0$, with some constant $C > 0$. 

If \( a = -2 \), then \( B = -1 \) and \( A = 0 \). From the Lemma 2.5 we have that 
\[
u(t) = (C + o(1)) e^{-B_1 t},
\]
as \( t \to +\infty \), with some constant \( C > 0 \) and \( B_1 = -B \). Thus, we obtain 
\[
y(t) = u(t)e^{-\lambda t} = (C + o(1)) e^{-(B_1 + \lambda) t} = (C + o(1)) e^{-t},
\]
as \( t \to +\infty \), where \( C > 0 \). Hence 
\[
y(x) = (C + o(1)) \cdot x,
\]
as \( x \to +0 \), with some constant \( C > 0 \);

b) If \( a < -2 \) and \( a + \sigma + 1 = 0 \), then \( A = 0 \) and \( B = \lambda = 1 \). From the Lemma 2.2 we have that 
\[
u(t) = \left((\sigma - 1)t\right)^{-\frac{2}{\sigma}} (1 + o(1)),
\]
as \( t \to +\infty \), where \( \beta = \frac{2}{\sigma - 1} > 0 \). Thus, we obtain 
\[
y(t) = u(t)e^{-t} = \left(-\left(a + 2\right)t\right)^{-\frac{1}{\sigma}} (1 + o(1)) e^{-t},
\]
as \( t \to +\infty \). Hence 
\[
y(x) = ((a + 2) \ln x)^{\frac{1}{\sigma + 2}} \cdot x \cdot (1 + o(1)),
\]
as \( x \to +0 \).

c) If \( a < -2 \) and \( a + \sigma + 1 < 0 \), then \( A > 0 \) and \( B > 0 \). Because we only look for the positive solutions of (3.1), then from Lemma 2.3 we have that 
\[
u(t) = A^\beta + o(1),
\]
as \( t \to +\infty \), where \( \beta = \frac{2}{\sigma - 1} > 0 \). Thus, we obtain 
\[
y(t) = u(t)e^{-\lambda t} = \left(\frac{(a + 2)(a + \sigma + 1)}{(1 - \sigma)^2}\right)^{\frac{1}{\sigma}} o(1) e^{-\lambda t},
\]
as \( t \to +\infty \). Hence 
\[
y(x) = \left(\frac{(a + 2)(a + \sigma + 1)}{(1 - \sigma)^2}\right)^{\frac{1}{\sigma}} + o(1) \cdot \frac{x^{\frac{a+2}{1-\sigma}}}{x^{1-\sigma}},
\]
as \( x \to +0 \).

d) If \( a > -2 \), then \( B < 0 \) and \( 0 < A < \frac{B^2}{4} \). Then \( m = \frac{B_1 - 1}{2} = -\lambda \) and \( M = \frac{B_1 + 1}{2} = 1 - \lambda \). From the Lemma 2.6 follows that any non-trivial solution \( u(t) \) to (2.2) tends to 0 as \( t \to +\infty \) it holds 
\[
u(t) = Ce^{\lambda M} (1 + o(1))
\]
or 
\[
u(t) = Ce^{(\lambda - 1)t} (1 + o(1)),
\]
with some non-zero constant \( C \). Thus, we obtain 
\[
y(t) = u(t)e^{-\lambda t} = C + o(1)
\]
or

\[ y(t) = u(t)e^{-\lambda t} = (C + o(1))e^{-t} \]

as \( t \to +\infty \). Hence

\[ y(x) = C (1 + o(1)), \]

or

\[ y(x) = C (1 + o(1)) x, \]

as \( x \to +0 \), with some constant \( C > 0 \).

e) This is a solvable case and solution of differential equations (3.1) in parametric form in this case is

\[
\begin{align*}
x(\tau) &= mC_2^2e^{2\int\left(\frac{8}{\sigma+1}\tau^{\sigma+1}+\tau^2+C_1\right)^{-\frac{1}{2}}d\tau}, \\
y(\tau) &= nC_2\tau e^{\int\left(\frac{8}{\sigma+1}\tau^{\sigma+1}+\tau^2+C_1\right)^{-\frac{1}{2}}d\tau},
\end{align*}
\]

where \( m, n \) are constants, \( C_2 > 0 \), and \( C_1 \) such that the expression is well-defined. This result is already known and is listed for completeness of case \( \sigma > 1 \), and more about this case are in [6]. \( \square \)

**Corollary 3.1.** If \( \sigma > 1 \), then there exist infinitely many solutions of (3.1) defined on the interval \((0, x_0] \), \( x_0 > 0 \), which satisfy the condition

\[
\lim_{x \to +0} y(x) = 0.
\]

**Proof.** Proof of corollary 3.1 follows directly from Theorem 3.1. \( \square \)

In the proof of Theorem 3.1 we used the relationship between the differential equation (3.1) and equations (2.1) and (2.2). The behaviour of the solutions of (2.1) and (2.2) at infinity gives us important information about the behaviour of solutions of (3.1) at zero.
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