EXPERT SYSTEM FOR INDUCTION MOTOR FAULT DETECTION BASED ON VIBRATION ANALYSIS

This paper presents an expert system for induction motor fault detection based on vibration analysis and support vector machines (SVM). Vibration signals of healthy and faulty induction motors are collected and characterized features, as indicator of fault presence, are calculated, in both time and frequency domain. Two types of faults were considered, static eccentricity and bearing wear. Obtained feature sets were then used for training of support vector machines classifiers, a type of artificial intelligence classification technique which determines whether some of considered faults is present or not. An expert system for fault detection is designed combining a database of calculated features and trained SVM classifiers. This system was tested and validated on a number of healthy and faulty motors in the laboratory and in industrial facility for sunflower oil processing. Obtained results prove that this system can detect faults in early stages with high accuracy and reliability. Thus, it provides malfunction and failure prevention and improves overall performance and efficiency of industrial systems.
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INTRODUCTION

Induction motors play an important role as prime movers in manufacturing, process industry and transportation due to their reliability and simplicity in construction. Although induction motors are reliable, the possibility of unexpected faults is unavoidable. The issue of robustness and reliability is very important to guarantee the good operational condition. Therefore, condition monitoring of induction motors has received considerable attention in recent years. Early fault diagnosis and condition monitoring can reduce the consequential damage, breakdown maintenance and reduce the spare parts of inventories. Early fault detection and classification process (vibration signal acquisition, data processing, SVM fault detection and visualization of results) is presented, which represents an attempt to implement very well known fault detection techniques in real industrial system. This system consists of several modules, which perform all necessary tasks in fault detection and classification process (vibration signal acquisition, data processing, SVM fault detection and visualization of obtained results). Two kinds of faults are considered, bearing wear and static eccentricity. The system is developed and tested using real data from laboratory and sunflower oil processing industry. It can be used as stand-alone tool for condition monitoring of induction motors. Use of this system in industrial facilities could assist in early fault detection and prevent malfunctions and failures of production systems, improving maintenance and reduce the spare parts of inventories. Use of this system in industrial facilities could assist in early fault detection and prevent malfunctions and failures of production systems, improving maintenance and reduce the spare parts of inventories.
proving their overall performance and efficiency. The paper is organized as follows. In section 2 fault detection process using vibration analysis and support vector machines is described, presenting shortly all included phases and applied techniques. Section 3 illustrates the structure of expert system and its embedded modules. In section 4, results of system testing performed in laboratory and oil industry facility are presented. Section 5 concludes the paper.

**MATERIAL AND METHOD**

**Vibration analysis and support vector machines in fault detection**

Vibration signals are frequently used for fault diagnosis of mechanical systems since they carry information on the dynamic state of the mechanical elements themselves. Fault diagnosis is conducted typically in the following phases (as shown in Figure 1):

- vibration data acquisition
- feature extraction and
- fault detection

**Vibration data acquisition**

Vibration signals are initially obtained as a series of digital values representing acceleration in the time domain. These signals are then analyzed using many different techniques proposed in the literature, in time and/or frequency domain. In this study, both time and frequency domain features of acquired signals were used for fault detection.

![Diagram of fault detection process using vibration signal analysis](Image)

**Fig. 1. Diagram of fault detection process using vibration signal analysis**

In time domain, we chose to observe statistical features, such as mean, root mean square, skewness, kurtosis, C factor, L factor, S factor and I factor, often used in literature (Stepanić et al., 2009). Principal component analysis (PCA) involves a mathematical procedure that transforms a number of possibly correlated variables into a smaller number of uncorrelated variables called principal components. The first principal component accounts for as much of the variability in the data as possible, and each succeeding component accounts for as much of the remaining variability as possible.

- outer race fault frequency:
  \[ f_{\text{OPFO}} = f_r \times \frac{N}{2} \left( 1 - \frac{d}{D} \cos \phi \right) \]  
- inner race fault frequency:
  \[ f_{\text{IPFI}} = f_r \times \frac{N}{2} \left( 1 + \frac{d}{D} \cos \phi \right) \]  
- rotation frequency of the rolling element:
  \[ f_{\text{AFFR}} = f_r \times \frac{d}{2D} \left( 1 - \frac{d^2}{D^2} \cos^2 \phi \right) \]  
- rolling element fault frequency:
  \[ f_{\text{REFF}} = 2 \times f_{\text{BSF}} \]  
- cage fault frequency:
  \[ f_{\text{CF}} = f_r \times \frac{1}{2} \left( 1 - \frac{d^2}{D^2} \cos \phi \right) \]  

where \( N \) is the number of rolling elements in the bearing, \( \phi \) is the contact angle of the rolling element, \( d \) is the rolling element diameter and \( D \) is the diameter of the bearing shell (Stepanić et al., 2009).

Based on both time and frequency domain features, after proper dimensional reduction, which is in this study conducted using principal component analysis, artificial intelligence classifier can be applied to detect faults in operation of monitored object.

**Feature extraction**

Obtained feature set has totally seventeen features for every recorded signal. Using all of them for fault classification might be inefficient, since this feature set contains redundancy. Its dimensionality is thus reduced using principal component analysis.

Principal component analysis (PCA) is a mathematical procedure that transforms a number of possibly correlated variables into a smaller number of uncorrelated variables called principal components. The first principal component accounts for as much of the variability in the data as possible, and each succeeding component accounts for as much of the remaining variability as possible.

PCA is mathematically defined as an orthogonal linear transformation that transforms the data to a new coordinate system such that the greatest variance by any projection of the data comes to lie on the first coordinate (called the first principal component), the second greatest variance on the second coordinate, and so on. PCA is theoretically the optimum transform for given data in least square terms. Given a set of centered input vectors \( \mathbf{x}_t (t = 1, \ldots, l \text{ and } \sum \mathbf{x}_t = 0) \), each of which is of \( m \) dimension \( \mathbf{x}_t = (x_t(1), x_t(2), \ldots, x_t(m))^\top \), usually \( m \ll l \), PCA linearly transforms each vector \( \mathbf{x}_t \) into a new one \( \mathbf{s}_t \) by

\[ \mathbf{s}_t = \mathbf{U} \mathbf{x}_t \]  

where \( \mathbf{U} \) is the \( m \times m \) orthogonal matrix whose \( i \)-th column, \( u_i \), is the eigenvector of the sample covariance matrix

\[ \mathbf{C} = \frac{1}{l} \sum_{t=1}^{l} \mathbf{x}_t \mathbf{x}_t^\top \]  

\( \mathbf{C} \) is the sample covariance matrix, \( \mathbf{U} \) is the matrix of eigenvectors, \( \mathbf{s} \) is the transformed data, \( \mathbf{x} \) is the original data, \( m \) is the number of variables and \( l \) is the number of samples.
The new components $s_j$ are called principal components. By using only the first several eigenvectors sorted in descending order of the eigenvalues, the number of principal components in $s_j$ can be reduced, so PCA has the dimensional reduction characteristic (Jolliffe, 1986).

Support Vector Machines in fault detection

SVMs are a kind of learning machine based on statistical learning theory. The basic idea of applying SVM to pattern classification can be stated as follows: first, map the input vectors into one features space, possible in higher space, either linearly or nonlinearly, which is relevant with the kernel function. Then, within the feature space from the first step, seek an optimized linear decision, that is, construct a hyperplane which separates two classes. It can be extended to multi-class problems. SVM training always seeks a global optimized solution and avoids overfitting, so it has ability to deal with a large number of features. A complete description about SVMs is available in (Vapnik, 1995).

In the linear separable case, there exists a separating hyperplane whose function is

$$w \cdot x + b = 0$$  \hspace{1cm} (8)

which implies

$$y_i(w \cdot x + b) \geq 1, \quad i = 1, \ldots, N.$$  \hspace{1cm} (9)

By minimizing $\|w\|$ subject to this constraints, the SVM approach tries to find a unique separating hyperplane. Here $\|w\|$ is the Euclidean norm of $w$, and the distance between the hyperplane and the nearest data points of each class is $2\|w\|$. By introducing Lagrange multipliers $\alpha_j$, the training procedure amounts to solving a convex quadratic problem (QP). The solution is a unique globally optimized result, which has the following properties

$$w = \sum_{i=1}^{N} \alpha_i y_i x_i.$$  \hspace{1cm} (9)

Only if corresponding $\alpha_i > 0$, these $x_i$ are called support vectors.

When SVMs are trained, the decision function can be written as

$$f(x) = \text{sign}\left(\sum_{i=1}^{N} \alpha_i y_i (x \cdot x_i) + b\right).$$  \hspace{1cm} (10)

The obtained sign of decision function result determines the class label of considered sample.

For a linear non-separable case, SVMs perform a nonlinear mapping of the input vector $x$ from the input space $\mathbb{R}^d$ into a higher dimensional Hilbert space, where the mapping is determined by kernel function (Gaussian RBF, polynomial,...). According to the different classification problems, the different kernel function can be selected to obtain the optimal classification results.

Expert System Structure

Expert system for induction motor fault detection presented in this paper implements all previously stated phases of detection process. Accordingly, it consists of following modules:

Vibration signal acquisition module, which collects signals from two accelerometers and transforms it in textual data file. The module is implemented in LabView software, compatible with hardware used for signal acquisition. This module also calculates signal spectrum and maps obtained data in textual file.

Data processing module; this module is implemented in Matlab. It imports textual data files outputted by previous module and performs characteristic features calculation, described in section 2. This module also applies PCA to reduce dimensionality of obtained feature set, decreasing number of features from sixteen in original set to six in reduced feature set, which is empirically proven to be satisfactory for successful fault detection process.

SVM fault detection module, also implemented in Matlab, which performs classification of input feature set and detects the presence of the fault. SVMs are trained on training data set, formed using feature sets of vibration signals of different induction motors. Using these trained SVMs, obtained feature set of the current motor is classified as faulty or healthy, concerning both observed faults. The result of the classification is then forwarded to next module.

Module for graphical representation, which illustrates classification results, creates diagrams for visual fault detection and performs data archiving.

The expert system is implemented in Microsoft Windows Visual Basic 6, with support of Microsoft Access for data archiving, and runs on Microsoft Windows operating system. This way, the executable file is rather small, since it uses only basic elements of Windows operating system, and thus has minor demands concerning operating memory. On the other hand, this implementation approach provides good interconnection with other software packages and is therefore suitable for application purposes.

The expert system can run in two different modes, manual and automatic. Manual mode implies that the application is used occasionally, on demand, for example in maintenance period or if there is any reason to suspect that some motor is faulty. Fault detection process is then performed once, providing information on motor condition. When running in automatic mode, application is executed continuously, monitoring condition of the motor during the entire production process. In both modes, obtained results are archived in data base, containing information on event’s date and time, operation mode (manual / automatic), presence of the fault(s), diagrams of recorded signal and calculated signal spectrum. Also, the analysis can be carried out online, when all fault detection stages are conducted in continuous sequence, or offline, when detection stages are separated (e. g. data collection is conducted, text file with signal data is saved and the analysis is performed afterwards).

UML Use Case diagram of expert system is depicted in Figure 2, showing all provided cases of use.

![Fig. 2. UML Use Case diagram of expert system](image)
One can see that operator can access and edit Matlab scripts for signal processing, feature calculation and SVM classification. Data stored in database are also available for review, control and monitoring. The operator can also adjust parameters concerning program execution and characteristic motor data, such as power, nominal speed, and bearing geometry data, which are needed for feature calculation. All these activities are processed using operator interface, depicted in Figure 3. It also shows sequences and phases of detection process, classification results and diagrams of vibration signals on both channels (vertical and horizontal accelerometers) and their spectrums.

RESULTS AND DISCUSSION

The system was tested and validated on real data, in the laboratory and in the sunflower oil production facility. Totally 200 vibration signals from induction motors were collected, using different speed and load. These signals are used for SVM classifier training. The structure of obtained signal set is presented in Table 1. Static eccentricity is denoted as Fault_1 and bearing wear as Fault_2.

Table 1. Overview of vibration signals of faulty and fault-free motors

<table>
<thead>
<tr>
<th>Number of signals</th>
<th>Fault-free</th>
<th>Fault_1 only</th>
<th>Fault_2 only</th>
<th>Fault_1 and Fault_2</th>
<th>Total number of signals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fault-free</td>
<td>78</td>
<td>38</td>
<td>44</td>
<td>40</td>
<td>200</td>
</tr>
</tbody>
</table>

Two different types of motors were considered, five of each type. First type is 5.5kW motor with one pair of poles, nominal speed of 2925 rpm and nominal current of 10.4 A. These motors are driving the screw conveyors in the process plant. Two motors of this type were healthy, one motor had wear on both inner and outer race of the bearing, one motor had static eccentricity level of 30% and one motor had both faults present at the same time (inner and outer race wear and 50% static eccentricity). Second type is 15 kW motor driving the crushed oilseed conditioners, with one pair of poles, nominal speed of 2940 rpm and nominal current of 26.5 A. Two of these motors were healthy, two had static eccentricity level of 30% and 50% and one had defects on bearing ball, inner and outer race (Kanović, 2012). Multiple vibration measurements were conducted on each motor. Two high-sensitivity IEPE accelerometers (100 mV/g) were used for collecting signals of horizontal and vertical vibrations. Data acquisition card NI-9234 (4 Channel, ±5V, 52,2 kS/s, with 2mA IEPE accelerometer excitation) was used for signal collection. Figure 4 shows vibration measurement instrumentation layout.

Fig. 4. Instrumentation for vibration signal acquisition and fault detection

Signals were acquired for two seconds with sampling frequency of 25.6 kHz. The recorded signals were then used to calculate time and frequency domain features. Using obtained feature sets, two SVM classifiers were trained, one for each considered fault. Parameters of these trained classifiers were then imported in module for SVM classification providing a base for following fault detection.

It should be noted that characteristic features are common for different types of motors and that they are a function of construction parameters, such as nominal speed and bearing geometry. The trained SVM classifier can be applied to any similar motor, if proper parameters for feature calculation are known. However, to obtain universal applicability of this system, other types of motors should also be considered in SVM training to improve the classifier performance.

Testing is performed on induction motors of the same types as motors used for training phase. New vibration signals were collected and used as input signals. Testing is conducted in both manual and automatic mode. Test data set structure and obtained classification results are shown in Table 2.

Table 2. Fault classification testing results

<table>
<thead>
<tr>
<th>Test data set</th>
<th>Classifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Static eccentricity classifier</td>
</tr>
<tr>
<td></td>
<td>Faulty</td>
</tr>
<tr>
<td>Fault-free</td>
<td>32</td>
</tr>
<tr>
<td>False fault classifications</td>
<td>1</td>
</tr>
<tr>
<td>Classification error [%]</td>
<td>1.85</td>
</tr>
</tbody>
</table>

These results demonstrate the efficiency of presented expert system for induction motor fault detection. For both present faults, there was only one false classification, which results in classification error less than 2 percent. These experimental results proved that presented expert system can be successfully applied in fault detection, providing accurate, efficient and reliable fault classifiers applicable in real industrial systems.

CONCLUSION

In this paper an expert system for induction motor fault detection is presented. Using programming software tools and packages combined with appropriate hardware and implementing well known fault detection and diagnosis procedures and techniques, this system is intended to be used as practical diagnostic tool for condition monitoring and fault, malfunction and failure prevention in industrial systems. The system is tested in
Further research could be conducted in several directions. First of them would be to extend the number of faults covered by the classification, such as broken rotor bar, dynamic eccentricity and so on. Also, the number of motor types used in SVM training should be extended, to cover wider range of motors. The other direction would be improvement of feature selection method, considering some other linear or nonlinear transformations or application of optimization procedures in feature selection. This would enable more efficient fault detection based on more comprehensive feature sets, which would improve maintenance procedure and decrease total cost in production processes.
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