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BeLLITa‘-IKa WHTENWreHumja, Kao HajakTyerHuja TexHonoruja caspe-
MeHor foba, npeactaBrba CKyn anroputama, Tj. COTBEPCKMX
anara Koju, NpumereHn Ha ofpehenn xapaeep, oMmoryhasajy ga pas-
HM ypehaju noctaHy ,naMeTHN’, OAHOCHO Aa bydy y cTawy Aa MHore
3agatke obaBrbajy camocTanHo 1 6e3 cTanHor YoBekoBoOr Hagsopa. Y
CaBpPEMEHMM OpYyXaHuM cykobuma BelTadka uHtenureHumja (BU) ko-
pUCTU Ce Yy pasnuuuTM obnuuuma y Buay COPTBEPCKUX anata, Koju
MoMaxy CUTyaLMOHOj aHannaun 1 Bpxxem AOHOLLEHY OATYyKa, Kao 1y 06-
NKY NPUMEHEHOM Ha XapABep, kaga omoryhaajy 6pxe naeHTuguKo-
Bake MeTa U npeumnsHuje unrbawe. Y pagy cy npeacrtaBrbeHn obnmum
BELUTAYKE MHTENUreHumje Koju cy y Hajuewhoj ynotpebu y gaHaliibmm
cykobuma. Takohe, nocebHo je uctakHyTta ynotpeba cajbep opyxja, koje
NpeacTaBrba CBe 3HaYajHUju eNeMeHT caBpeMeHux cykoba. HarnalueHu
Cy ¥ pusunum Koju ce jasrbajy npu kopuwhewy BW, jep nako cmarbyjy
nojeanHe TpagWLUMOHAMHO Npeno3HaTte puanke, fonasu o nojase Ho-
BMX pU3KKa, KOju NpoucTuyy 13 ynotpebe oBux MOhHMX anara y cepxe
cykoba. 3akrbyyak je fja Ham, kao ApyLUTBY, OBa HOBa TEXHOMNOrMja OMo-
ryhasa ,xymaHuje” cykobe, ca mMare XpTaBa M Mawe LTeTe, anu aa,
unak, ynotpeba Te TexHonoruje u garbe 3aBUCU Of JbyAU U HUXOBUX
pasnora 3a cyko0.
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YBog

HajHoBuWja TexHonoruja koja nokasyje noTeHumjan Aa NPOMEHW U CBET U Opyxa-
He cykobe jecTe BeluTayka MHTenureHuuja. CnocobHOCT nporpama BelUTayke WUHTe-
nureHumje fa 6p3o obpahyjy OrpoMHy KOMUYMHY nofaTtaka U fa pearyjy Ha Hbux y
cknagy ca nocTaBrbeHWM 3a4aTkoM, Kao U CMOCOBHOCT MALUMHCKOT y4Yera, OQHOCHO
ayTomartckor yHanpefjuBarwa noctojehux anroputaMma Ha ocHoBy obaBrbeHux 3afa-
Taka ¥ youeHWX HeaocTaTaka W rpellaka, Aaje UM Benuky MOryhHOCT MpuMeHe u y
CaBpPEMEHVM OpyxaHuM cykobuma. Pasnnunte cy gedmHuumje Kao 1 TyMavera noj-
Ma BeLUTayKe MHTENuUreHumje, 3aBUCHO of yrna nocmarparsa. LLnpoko npuxeaheHy u
4EeCTO LMTUpaHy AeUHNLMjY TEXHOMOTWje BELUTaYKE UHTENUIEHUMje NpeaACcTaBmuna je
EBponcka komucuja y N3BeluTajy o fedmHUCamy BellTauke uHTenureHuuje: ,Bewutay-
ka uHtenureHumja (BM) ogHocm ce Ha cucteme Koju nokasyjy pasyMHO, UHTEMIEHTHO,
MoHallaHke Ha OCHOBY aHanu3e CBOT OKPYXeha U JOoHOCce ofnyke — ca ogpeheHum
CTENEHOM ayTOHOMUje — i@ OCTBape KOHKpeTHe uurbeBe. CUCTEMM 3acCHOBaHM Ha
BELUTAYKOj MHTENUreHLmMju Mory B1UTW GasmnpaHn UCKIbY4YrBO Ha COhTBEPY U AEN0BaTH
y BUPTYENHOM CBETY (Ha npuMep, BUPTYENHU acUCTEHTU, cCopTBEPM 3a aHanmay ¢o-
Torpadmja, UHTEPHET NPETpaXxuBayun, CUICTEMU 3a Npeno3HaBak-e roBopa 1 nuua) uim
mory 6utwu yrpahenn y ypehaje — xapasep (Ha npumep, HanpeaHu poboTu, ayTOHOMHa
BO3Wna, ApOHOBM M cnnyHo).” (European Commission, 2018).

ButHo je pasymeTn ga B/ Huje camo jenHa jeamHcTBEHa TexHonoruja, Beh je Tpe-
0a nocmaTpaty Kao UHGPACTPYKTYPY, Kao CPeaCTBO Koje omMoryhasa Aa apyre TeXHO-
norwje n cpeactaa byay uckopuiheHa edrkacHWje, eKOHOMUYHWjE, KOMMAaKTHU}E 1
ayToHoMHuje (Euronews, 2023). BpegHOCT TakBMX TEXHOMOLUKMX anarta npenosHara
je ny obnactun 6e36egHoOCTL.

Cykob gpkaBa pagu ocTBapewa ogpefeHnx nHTepeca Unmn NOAMTUYKUX LnIbe-
Ba M fjaHac oCTaje 0CHOBa MHOMMX MehyapxaBHuUX Hecnarawa . MehyTtum, y HoBuje
BPEME, MHOTO Cy Yelwhn HOBW, acCUMETPUYHMN, XMOPUOHW paToBY, Koje KapakTepuLle
Apyradunju npoun y4ecHuka, Hecpa3MepHOCT y CHarama, LuMpere (PPoHTa Ha BuLLE
obnacTu xwvBoTa. [JaHallke paToBe KapaKkTepulle Benuka KOMMIEKCHOCT 1 oburbe
HEBOjHMX onepaumja, a kako HaBoam [MaHapuH ,cTpaTernja ce He pagu Madem, Beh
apyrum cpeacteuma’ (Manapmx, 2019, cTp. 53). OBakaB cykob naeasnHo je norbe 3a
MPUMEHY PasnUYUTUX anarta BeluTayke uHTenureHumje. Hasupy ce u noteHuujanHe
nowwe ctpaHe ybp3aHor pa3soja BM opyxja — anroputmu nocrtajy cee MOhHWj1, MoT-
paxma pacTe W, yNpKOC BUCOKMM LieHama, CBe Cy Yellhun 1 HefpXXaBHU akTepu Koju
fonase y noceq oBor MOhHOr opyja. Ta YnkbeHuLa je HapounTo ButHa ¢ 063nMpom
Ha To Aa BehuHa caBpeMeHux opyaHux cykoba nma kapaktep HeapxaBHUX cykoba,
0 YeMy roBopu nogartak ga HeMefyHapoaHW 1 repuncku paToBm U Tepopusam umajy
pacTyhun ygeo y ykynHom Gpojy patoBa y nocnegrux Tpugecetak rogmHa (Jedptuh,
Muwes, O6pagosuh n CtaHojesunh, 2018, cTp. 27).
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Yriora Belutayke MHTeNUreHunje Ha
pasnMynTum HMBOMMaA

JacHo je ga ynotpeba HOBMX TEXHOMOrMja AOHOCK HOBE MOTryRHOCTK, anu He Tpeba
3aHEMapPUTU HY PU3KKE KOjW je npaTe. Ynora BeluTayke MHTeNureHumje, kao HOBOr 1
MonhHOr copTBEPCKOr anaTa y caBpeMeHUM OpyxaHuM cykobruma kao 6e36e4HOCHO]
MPeTHU, MOXe Ce nocMaTpaTy BULIECTPYKO. AW, NpBEHCTBEHO Tpeba pa3nunkoBatu
HeHy yrory y cuctemy ogbpaHe, y OKBUpY opyxaHor cykoba, n 6e3begHoCcT camux
cucTema BelTauke uHtenureHumje. Mpu Tome, Tpeba nmatun y Buay aa ce ynotpedbom
cucTeMa BelUTayke WMHTeNureHumje y cuctemy ofbpaHe ogpefeHn TpaguuMOHanHu
©e30egHOCHN py3nLM CMakbyjy (PU3KnK ryGrTKa rbyACcTBa — BOJHOT U LIMBMITHOT, Konate-
panHa Lrtera), anu ce nojaerbyjy HOBW pU3nLK, NOMYT, HA NPUMEP, PaHUBOCTU OPYX-
HUX cucTema 360r Behe N3NOXEeHOCTU COPTBEPCKMM HanaauMa, Koju cy noBesaHu ca
ynotpebom BW TexHonorvja.Y caBpeMeHM Opy>KaHUM CykobumMa BeluTavka UHTenm-
reHumja je KopucHa v Ha CTpaTernjckom 1M Ha OnepaTMBHOM M Ha TaKTUYKOM HUBOY, U1
TO KO3 pasnuunte coTBEPCKE UM XapABEPCKE KOMMOHeHTe. Y Tabenu 1. HaBeaeHe
Cy Heke of TPEHYTHO Hajuyewwhux ynotpeba anata B y caBpemeHum Bojckama.

Tabena 1.
Ynompeba anama BU Ha paznudumum Hugouma cucmema o0bpaHe

* Onakwaga CTpaTeLLKO MiaHmpame
Ctpartermjcku * [lomoh npw JoHOLWEHY oayka
 [peaukTMBHa aHanu3a (MAeHTUdMKaLmMja NpeTHn)

Huso

e Jloructuka

OnepaTnBHK . Obyka

+ [pukynrbake nogataka
TakTnyku + [lomoh y ognyunBamy (bp3a aHanmsa)
*  AYTOHOMHM OpPYXHU cucTeMU

W3Bop: AyTop.

Ha cTpaTernjckom HMBOY BeluTayka MHTENUIEHUMja MOXe OnakwaTty CTpaTeLlko
nnaHvpame 1 QOHOLEeHE OaJlyKa 3axBarbyjyhn anatuma 3a aHanuay Benvkor bpoja
nogartaka 13 pasnuunTUX UCTOPMJCKMX U aKTYENHUX M3BOpa (PeLyMo, anatu 3a npoe-
cvpare NPUPOAHOT je3unka, Koju Mory cymupati TpeHaoBe 13 Benukor 6poja meauja,
[PYLITBEHUX MpEXa 1 apyrux ussopa), Yume ce gobuja 60rbM yBua y noTeHumjanHe
npeTke, anokauumjy pecypca unu reononutnyke TpeHgose. Ocum Tora, NPeamKTUB-
Ha aHanusa 3acHoBaHa Ha BW-anroputmmnma Moxxe omoryhutu paHuje naeHtudguko-
Bate MpeTHK 1, camum TuM, Borby mpunpemy 3a peakuujy (Ha npumep, uspagy u
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TecTMpame pasnuuuTuX CueHapuja ucxoga cTpaTernjckux ognyka), kao u nomohm y
Borbem chopmynucary AyropodHmx ctpatervja. C 063Mpom Ha To Aa Mory 6p3o 1 Ha
pa3nuYMTe Ha4YMHe aHanuavupaTh Benukv Opoj nogaTtaka u Tme gohu [0 3aKrbyyaka
koju BM MOXaa NpoMaky YOBEKY, OBU anatu nomMaxy 1y 605b0j camoperynaumju, ca-
MOKOHTPOIM 1 CamMOaKTMBaLmMju pas3nuuntiux 6opbeHux cuctema. MNytem BU moxe ce,
Ha npumep, ypaautu 6p3o n edmkacHO HeCTPYKTyMpaHa aHanu3a nogataka y Buay
choTorpaduja, 3By4HUX UK BUOEO-3anMca, Kao 1 CTPYKTyMpaHa aHanmaa npupogHor
jeavka. Ha Taj HauuH, ynasHu nogaum ce Beoma 6p3o 1 edmkacHO MOry MpeBecTu
y MHhopMaLMje KOpUCHe 3a oanyyuBarbe Ha TepeHy. OBa BpcTa anata BU Beh je
y ynoTpebu y akTyenHom cykoby Yy YKpajuHu, roe ce Ha OBaj HauYMH BPLUKM aHanuaa
caTenuTckux cHumaka. OcuM Tora, anati 3a MaLMHCKO yYerse JOMNPUHOCE CTarHoM
yHanpefmBaty npoLeca AOHOLeHa oAsyKa.

Y amepu4Koj BojcuM, jedHoj of HajHanpeaHujux no nuTamwy ynotpebe B anarta,
KOPUCTW Ce BULIE OBaKBMX cucTema, kao wTo cy: Joint Battle Command-Platform
(JBC-P), koju unterpuiue catenutcke gotorpacmje, ynasHe nogartke ceHsopa u oba-
BelUTajHe nogaTke, a 3aTuM ux nytem BY anroputama aHanuavpa u BU3yenHo npes-
CTaBrba, YMMe [OMPUHOCK MHOTO Nakwem W Gpxem npouecy oanyyvBarba, 3aTum
Advanced Field Artillery Tactical Data System (AFATDS), KomaHAHM 1 KOHTPOMHW CHC-
Tem Koju kopuctn BW 3a npouecupare nHopmauumja us pasnnymtux K3esopa, Koju
Ce KOpWCTE Kao NOApPLUKA apTUIbEPUJCKOj BATPW Y peanHoM BPEMEHY, Kao W NO3HaTK
s 1pojekat MaBeH”, uwuju je umrb passoj BW anroputama 3a aytomatcky aHanuay u
MHTepnpeTaumjy BU3yenHux nogaraka, u noMoh HagnexHuma y cUTyaLyoHoj aHanmam
n naeHtudukaumnjn unrbesa, unu cogpteep Command Post of the Future (CPOF),
cuctem passujeH y okupy amepudke areHumje JAPTA (DARPA — Defense Advanced
Research Projects Agency), koju je y ctawy Aa nomohy BW TexHonorvja nHterpuwie
nogaTtke 13 pasnnMynMTUX M3BOPA U HA OCHOBY HUX HAASIEXHUMA NPUKaxe YNopeaHo v
CTBApPHO CTame Ha TepeHy, paau onakliasarba npoLeca nnaHuparsa U peanv3oBana
BopbeHunx mucuja.

W opyre opxxase page Ha umnnemeHtupany B/ cuctema y cBoje BojHe KanauuTe-
Te, nonyT ®paHuycke (Combat Digital Cloud — gurutanHa nnatcopma koja omoryha-
Ba Op3y pa3meHy uHopMaLmja U aHanmay y peanHoM BpEMEHY, Yime ce ckpahyje
BpemMe OOHOLeHa Oanyke Ha HEKONMKO cekyHam), unn Uspaena, uunju cuctem Hose
reHepauuje TORCH-X onakwasa 6p30 AoHOWeHe ofnyka, uurbawe v rahawe y
pasnuuutm okpyxxewmuma (Eshel, 2023). Ha onepartvsHomM HuBOY, B/ anatu yno-
TpebrbaBajy ce Hajyewwhe y NOrMCTUYKE CBPXE, Kao nogpLika BOjHAM onepauujama,
OQJHOCHO paau onTuMariHuje anokauuje pecypca, fbyacTea unu onpeme, y cknagy ca
notpebama (BpeMEHCKM yCroBW, CTake Ha TEPEHY, Henpujaterbcke nosuuuje). Yecta
ynotpeba Ha OBOM HMBOY OJHOCU Ce€ Ha MPEOUKTUBHO OApXaBarbe U MOrMCTuKY, No-
nyT npegsuhara noTpebe 3a ogpxaBaweM ONpeMe Mpe Hero WTo Aofe Ao keapa.
Ha npumep, cuctem GE Predix omoryhaea ountaBame v BM-aHanu3dy nogataka ca
CEH30pa BOjHE OMNpeMe, Y/Me Ce CMatbyjy HennaHMpaHu 3actoju 1 noborbLuaea one-
paTtuBHa cnpemHocT. Takohe, BU-nporpamn 3a obyky BojHor ocobrba, nonyt VBS3
(Virtual Battlespace 3), nomaxy y 605b0j 1 6pxoj 0byuy ocobrba y peanucTuyHujem
OKpYXEHbY.
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Ha TakTmukom HuBoy, B anatu takohe mory nomohu y npukynrbawy (HAp. ny-
Tem GecnunoTHUX NeTenuua), aHanuan n pasymeBary cuTyauumje Ha TepeHy (6p3a
aHanusa dpotorpacuja, rnaca unm Apyrux ynasHux nogaraka) 1 camum TuM nomohu
y OAJlyuMBakby O HapeaHUM TakTuukuM kopauuma. Cuctem ATAC (Advanced Tactical
Airborne Reconnaissance System), Ha npumep, KOPUCTY Ce 3a AeTeKUMjy N UOEHTKH-
hukaumjy umrbeBa nyTeMm anroputaMcke aHanuse Cnvka npukynrbeHux BasgyLHUM
n3BufareM 1 Kao NoApLLKa y AOHOLIEHY OAnyKa 3a nunoTcko ocobrbe. Ocum Tora,
Ha TaKTU4KOM HUBOY BU-anroputmu Hanase ce vy ayTOHOMHUM OPY>XHWUM CMCTeMUMaA
KOjW, Y3 MMHUMAIIHO aHraoBake BOjHOr 0cobrba, MOry YCreLuHo n3BpLiaBaTty 6op-
GeHe 3apaTke. Hajuewhe cy TpeHyTHO y ynoTpebu GecnunoTHe netenuue, nonynap-
HO Ha3BaHe [APOHOBMU, KOje NpeacTaBrbajy NOTMYHO ayTOHOMHE UNW AarbUHCKK ynpa-
BIbaHe netenuue (pasnuuutor HYBOa CamoCTanHOCTH), Koje ce Y MHOMMM 3eMibaMa
KopucTe 3a Hagsop, u3suhare unu unrbaHe Hanage. MosHatn mogenu Gecnmnot-
Hux netenumua cy: General Atomics MQ-9 Reaper (amepuuka netenuua 3a Hagsop,
ussuhame v rafamwa), DJI Phantom Series (netenuua kmHecke komnanuje DJI (Da-
Jiang Innovations), uuja je cepuja ®aHTom no3HaTa no aeporpadujn 1 Bugeorpadmju,
Heron (6ecnunoTtHa netenuua uspaencke ¢gupme Israel Aerospace Industries, koja
ce KopucTun y obaBeluTajHe CBPXe, 3a Hafrneaamwe 1 n3suhare y MHOrM 3eMrbama),
CH-4 (kmHecka 6ecnunotHa netenuua, npounssog dupme China Aerospace Science
and Technology Corporation —CASC, HamereHa u3Buhamy 1 6opbeHrm mMuchjama,
nos3Hata no Noy3gaHoCTV U EKOHOMUYHOCTM), kao u Bayraktar TB2 (Typcka Gecnu-
NOTHa netenuua, no3Hara, npe ceera, no 6opbeHnm mucujama, HapounTo y Cupuju u
INnbwjun, a ogHegasHo 1y YkpajuHn). Ocum netenuua, cee BuLLe ce KopucTe u becno-
cafHa Bo3una, ogHOCHO hopma ayTOHOMHUX 3eMarbCkux NNaTopmu, An3ajHUpaHUX
3a pasnuuuTe CBpXe — MUHMpame, AeMUHupare, ussuhare unm Gopbe. MNoctoje
yak 1 popme BecnocagHux TeHkoBa. OBa BpCTa ayTOHOMHOT OpyXja CTuye cBe Behy
MOMNyNapHOCT, jep Ce HMUXOBOM YNOTPEOOM LITUTU JbyACKM Kagap Yy PU3NYHUM onepa-
unjama. To cy manu ,ApOHOBU Ha Tny”, po6oTh ocnocobreeHn nporpamvuma BU, koju
ca pa3nn4uTM HUBOOM CaMOCTanHOCTM Mory Aa ce kpehy n obaerbajy 3apatke. lNo-
cToje n BecnocagHe BogeHe nnatdopme noa Kojuma ce nogpasyMeBajy ayTOHOMHA
nospLuMHcka niosuna (ASV) n aytoHomHa nogsogHa nnosuna (AUV) koja ce kopucte
3a HajA30p, Npeno3HaBamwe MHa U NOLABOAHA UCTPaxuBaka. Takohe cy, kao v apyre
nnatopme, BULLIE UMK MaH-E€ HE3ABWCHE Y paay.

CoTBepn BelTayke WHTENWreHumje, Aakne, AONpuHOce yHanpeherwy HMBOa
CaBPEMEHMX OpYKaHKX cykoba Kpo3 anarte Koju NoMaxy cTpaTteruju npu SOHOLLEHY
oAsiyka u pasbujarby marne pata (HEMOTMYHO pa3ymeBake CUTyaluje U HenoTnyHe
nHdopmauuje y cykoby), AOK xapaBepcke KOMMOHEHTe, MOAEPHO Haopyxare ca
yKiby4eHum enemeHTuma BU, nomaxe ga ce patosu Boge Gpxe, npeumsHuje u ca
Behe yaarbeHocTu. TeopeTcku, BeluTauka MHTeNUreHuuja Tpebano 6u aa nomorHe 'y
CManMBaky Bpoja XpTasa y party, jep ce 605boM UaeHTUDMKALMOM MeTa U NpeLmns-
HUjuM raharem cmamyje konatepanHa wrerta (Convention on Certain Conventional
Weapons, 2018:2), a ynotpeba 6ecrnocagHmx nnatdopMu cmakbyje NpucycTBo, 1 ca-
MWUM TUM U3MOXEHOCT BOjHOr 0cobrba Ha TepeHy. MefyTum, TexHomoLKe npegHocTu
Koje NoTeHLMjanHo foHOCK ynoTpeba OBUX HanpegHUX anata He Mory Aa enMUHALLY
Ccry4vajHe UM HamepHe IbyAcke rpeLuke, A0 KOjUX EBMAEHTHO 40MA3N Y CaBPEMEHNM
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cykobuma. Ocum Tora, y AaHallwMMm Cykobrma npucyTHO je u cajbep paTtoBatse,
KOje Huje BHLLE eKCKNy3MBHO BE3aHO 3a cajbep npocTop, Beh ce ykrbyurBarem cod-
TBEPCKMX efieMeHaTa ¥ eNneKTPOHCKUX KOMYHMKaLmMja Y MOAepHO Opyxje nojasrbyje y
oapeheHom obnuky 1y apyrum 6op6eHnm npocTopumMa.

He cmejy ce npeBuaeTn H1 6e36eqHOCHE MMMNMKALMjE BELUTAYKE UHTENUIEHLM]E.
HbeHn anaTtu uMajy v cBoje MaHe, Kao LUTO Cy CTaHAapaHe COPTBEPCKE rPeLLke, He-
yCaBpLUEHOCTM anroputamMa, foLl KBanuTeT ynasHux nogataka unv HenpeasuanBocT
nocTynakwa Mogena Koju yve. Tako, OHM Mory, 360r MOTEHUMjanHNX HEXEIbEHNX U
HenpeaBuheHMx nocrneamua, ayToHOMHIUM Ofnykama yrpo3uTi cam NpojekaT Ha Kojem
Cy @HraxoBaHu, U TUMEe HenmnaHnpaHo OTBOPWUTM NyT HOBOj BPCTW pu3nKa, cajbep Ha-
nagvma, Kpo3 pawuBOCT aHraxosaHe BU TexHonoruje. C 063vpomM Ha TO Aa Touak
TEXHOIOLLKMX MPOMEHa PeTKO Kaja Uae yHas3az, 1 [a je 13BecHa CBe Lumpa npuMeHa
anarta BW y 6e3begHocHe cBpxe u buxoBa ynotpeba y cykobuma y byayhHocTu, ko-
PUCHO je carneaaTtyt OCHOBHE eNeMeHTe NpUMEHE OBe HOBE TEXHOMOTMje Ha caBpemMe-
He opyxaHe cykobe, Ha MPEHOCTU U U3a30BE Koje AOHOCK Ha 6OjHO Nosbe.

BpcTe BelwTayke MHTENUreHuuje y caBpeMeHunm
opy>XaHum cykobnma

BewwTayka uHTenureHuyuja Beh je npucyTHa y CaBpeMeHUM OpyxaHuM cykobuma
Kpo3 ynoTpeby NCKIby4MBO COPTBEPCKMX anara, kao 1 ,nameTHOr” xapaeepa, Knacuy-
HOr UM MOZEPHOTr OpyXja onpemsbeHor B/ anatuma. MehyTtum, ¢ 063mpom Ha cBe-
00yxBaTHW KapaKTep TEXHOMOTWje BELUTAYKe MHTENUTEHLM|E, HeHY MPUMEHY Y BOJHUM
aKTMBHOCTVMa MOXEMO CarnefaBaTtyi Ha pasnuunTe HaumHe, Kao, Ha Npumep, y Koje
CBpXe Ce KOPUCTH, Y KOjuM cuTyauujama unu Koju ce anatu B Hajuyelwhe npumemsyjy.
Tokom 20. Beka npeTeye faHallmMX anaTa BeluTadke uHTenureHuuje kopuwhenn cy
Hajuyelwhe paau npukynrbaksa nofaraka, u3suhara, kao 1 3a NorMcTUYKe NnpopadyHe.
[laHac je pacnpocTpameHa 1 npumeHa y obnactn obyke Bojcke, MpeumsHor rafara
AedmHMcaHux meTa, kao 1y cajoep npoctopy (Schreiner, 2023).

MpeTevom ynoTpebe BeluTauyke WMHTENWUIEHUUje Y BOjHE CBPXE, OQHOCHO MPBOM
ynoTpebomM enekTPOHCKMX CrpaBa 3a AarbMHCKO NPUKyNibake nogartaka v 4enoBame
Ha OCHOBY HUX, cMaTpa ce Kopulihere eneKTPOHCKOr cucTeMa aMepudke BOjCKE,
nog HasveoM ,Mrno 6ena” (Igloo White). OBaj cuctem amepudka Bojcka noyena je aa
kopuctu y BujeTHamckom paty kpajem 1967. rogvHe, a cactojao ce o Tpu rmasHe
komnoHeHTe (Shields, 1971): 1) 6aTepujcknx ceH3opa 3a AETEKTOBaHE CEUIMUYKMX,
aKyCTUYHWX UM eNEeKTPUYHUX CUrHana eMUTOBaHKX Of, HenpujaTerbCkux BO3una nm
0cobsba, 2) netehux nnatopmm 3a NpUKyNSbake CUrHana CeH3opa, Koju Cy Jarbe
npocnehueaHn 3emMarbCKOM CUCTEMY 3a HaZ30p UNK KX je Ha caMoj NnaTopMu aHa-
nuampano obyveHo ocobrbe 1 3) HaA30pHOr cucTema 3a aHanudy NPUMIbEHUX MO-
[aTaka 1 nsgaBare Harora 3a XUTHy peakuujy Ha npumrbeHe nogatke. M3badveHo je
npeKko ABadeceT Xurbada pasnuyuTuX enekTPOHCKUX CEH30pa U3 aBMOHa Ha LIyHry
Naoca, kpo3 kojy je nponaswna npyra ,Xo Ln MuH” 3a cHabaeBame ceBepHor BujeT-
Hama. Ypehaju cy mornu fa cHMMajy 3ByKe, Mepe noTpece Tna, Yak U fa Mepe HuBO
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aMOHwvjaka y Ba3ayxy. Ha ocHoBy Tako fobujeHux nogataka LOHOLIEHE Cy OAJlyKe O
BOjHMM akumjama Ha TepeHy (National Museum of the United States Air Force, 2023).

PaHom ynoTtpebom BU y BojHe CBpxe MOXe ce cMmaTpaTtit 1 [eHTaroHoB npojekat
,MAMETHOI” KaM1OHa, Ca Kpaja 0OCaMAeceTUx rogmHa ABafeceTor Beka, Koju je Tpeba-
No la camMmoCTanHo cakynrba BojHUKE 13a Henpujaterbckux nuHuja (Tomuh, 2013:182)
nnn ynotpeba BW cogtBepa nog Hasmeom ,Dynamic Analysis and Replanning Tool”
(DART), koju je 1991. ynotpebrbeH 3a pacnopehuBare TpaHCmopTa HaMUMpHMLA K
IbyOCTBA U 3a peluaBare ApYrvX NOrMCTUYKMX npobrema, u Koju je AOHEeO Benuke
ywrene amepuykoj Bojcum (Artificial Intelligence Timeline, 2019). MoveTkom 21. Beka,
3abenexeHa je ynotpeba npsux B6ecnunoTHMUX NeTenuua, onpemMrbeHUX BELUTAYKOM
WHTENUreHUMjoM y MOAEPHOM CMIUCITY, Y PasnnMyMTUM OpyXaHuM cykobuma. Cjeantse-
He Amepuuke [pxase cy y ABraHUCTaHy 1y Vipaky KopucTune HaopyxaHe ApOoHOBE,
Koju cy y3 momoh anroputama BeluTauke uHTenureHumje bunm ocnocobrbexu 3a ca-
MocTanaH nert, npahexe meTe 1 ynotpedy opyxja (Cole, 2012).

Y caBpemeHuM cykobvma Jonasu [0 npeknanara nojeanHnx obnactu npumeHe
BW anata, 04HOCHO Huje yBEK jacHO AeMHICaHa XPOHOMOLLIKA UM TEXHOMOLLIKA rpa-
HUL@ NpYMeHe HeKOr of OBMX anata. Y Tabenu 2 OKBUPHO je NpeacTaBbEHO HEKOMN-
ko Hajuewhmx obnactu npumeHe BW anata y pasnuuntum gasama cykoba.

Y nepuogy obasrbarba NpUNPEMHUX padkbK Y Cry4ajy noteHumjanHor cykoba, B
ce KopucTH, Npe CBera, 3a u3Buharbe 1 Npukynibake obaBellTajHUX nogaTtaka, y no-
rMCTUYKE CBpXe (padm n3padvyHaBaksa ONTUMAasHWMX NaHaua cHabaeBara, a momaxy
'y ybp3aBary npoueca opraHusoBara ¥ [OCTaBe), Kao W 3a edmkacHWju npouec
perpyToBara 1 0byke (1 perynapHor cactaBa BOjCKE M HOBMX anaTa u opyxja BU).
Mporpamu 3a 0byky Bojcke, Ha npumMep, NonyT nporpama obyke amepuyke MopHapu-
Lie, Koju MpaTh Nporpec y yyewy nojeanHua n npunarofasa 6p3anHy obyke (NSWCDD,
2021), nonpuHoce ehnKacHUjoj M EKOHOMUYHMjO] 0DYLIM CBUX POAOBA OPYXaHMX CHa-
ra.

Tabena 2:
lMpumeHa anama BUY npema spemeHy ynompebe

* WsBuhawe
 [pukynrbare nogartaka
lNpe cykoba e [Jloructuka

* PerpytoBame

» Obyka

» [lomoh y ognyyunBarsy

Tokom cykoba .
* AnropuTmn ayTOHOMHOT Opyxja

Bpewme ynotpebe

*  WHdopmaumoHo-nponaraHaHa ynora
HakoH cykoba * Hapsop
» [lpoueHa 6e3begHocHe cuTyaumje

M3Bop: AyTop.
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Tokom cykoba, BV ce Takohe kopucTu y Beh nomeHyTe CBpXe, anu je MHOro 3Ha-
YajHuja npumeHa BW anata kao nomohu y oanyuvBamy 1 'y anroputmmma Koju ynpa-
BIbajy HOBMUM OpY>XXjMMa pPasfiMynMTor HMBOA ayTOHOMHOCTW. HakoH cykoba, 3aBuCHO
oA ucxoga, anatv BU koju 3HauajHO MOry JONpUHETU NOOEAHWYKO] CTPaHU jecy OHM
KOju Kpo3 MH(POPMaTUBHO-NpONaraHaHe akumje gonpuHoce Aa nobefeHn npuxeatu
pesynTtate cykoba u oHu Koju omoryhaBsajy BULIM HUBO Hadrmedawa v npahewa, kao
1 npoueHe 6e3benHocHe cutyaumje (Andresky&Henderson, 2018, cTp. iii).

Wctpaxusaun komnanmje ,Jdenout” (Deloitte) naeHtudukosanm cy, Takohe, HeKko-
nvko moryhHocTn BU TexHonoruje koje ce Mory KOpUCTUTM y BOjCLM, Kao (jOLU YBEK)
Bogehem akTopy caBpeMeHMX opyxaHux cykoba (Tabena 3).

Tabena 3:
Moeyhe obnacmu npumeHe BU anama y sojcyu (Deloitte, 2023)
[Oetekuyja Mnanvpar-e TepeHCKg MoppLuka
onepauuje
Ynotpeba BU Ynotpeba [oCTynHMX O6esbehuBarse Y6p3aea npouece
cucTema 3a nogaraka u nogartaka y HabaBke U
NpVKynrbake MalLLVHCKOT yYetba peanHom BpemMeHy ynpaBrbatba
1 aHanusy 3a yHanpehuare 1 6p3o pearoBate yroBopuma 3a
obaBeLUTajHMX npoueca nnaHvpawa | paau yHanpehewa cHabpoeBatbe.
noparaka. pecypca v TpoLKoBa ucxoaa mvcuje
BE3aHuX 3a Mucuje
g unu obyke. Mpennaxe 6orba
S peluera ynotpebe
[OCTynHor Byuera.
Ynotpeba 3awTuta rvyau,
nameTHUX CeH3opa cpeacrasa u
3a npaheme un UHOp-Mauyja. Mogpxasa
LleTEKTOBakE KafpoBCKy Cryxoy y
objekarta n ocobrba. n3bopy kaHamaara,
ayTomarTusyje
ycnyre n obpayyH
nnara.

Y tabenn 3 (Deloitte, 2023) HaBeaeHn cy COITBEPCKM anaTty BELUTAYKE UHTENU-
reHuuje Koju ce Mory KOpUCTUTU y BOjHE CBPXE W HarmalleH je HKX0B eKOHOMCKU, Op-
raHM3aLmMoHW 1 MHdOPMaLIMoHK acnekT ynotpebe. MNMomohy oBux anara 6pxe u noys-
[aHuje fonasu ce 1 [o nofjataka HeonXo4HUX 3a JOHOLWEHE OAYKa Ha CTPaTELLKOM,
ornepaTMBHOM U TaKTUYKOM HUBOY, @ HUXOBOM aHanu3om v ynotpebom gonasu ce u
[0 3Ha4ajHUX ywTteaa y BojHOM OyLieTy.

Ykpatko, npema peynmma BuHceHTta bynanuna (Vincent Boulanin) n3 Ctokxonmckor
mefyHapogHOr MHCTMTYTa 3a MupoBHa uctpaxueawa CUMPU (SIPRI — Stockholm
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International Peace Research Institute), He nocToje obnacTn BojHe aKTUBHOCTU y KOjuI-
Ma Cce TPEHYTHO He KOpUCTe anaTty BelwTayke uHTenureHuunje (Euronews, 2023), a
Hajuellhe cy YKIby4YeHu y ayTOHOMHa opyxja 1 ofanyyvsare y3 nomoh BU. Jow jeaHa
BaxxHa ynotpeba BV anata oguja ce y obnactu cajoep paToBatba, Koja npeBasunasu
cajbep npocTop, 360r cBe Behe yMpexeHOCTU 1 ocnararsa Ha CoOhTBEpPCKe anarte u
Y KOHBEHLIMOHANHOM apceHany.

BeposatHo 360r ctanHor pa3soja HoBux BU anata, oo caga Huje passujeHa Hujeq-
Ha JeTarbHa nogena, ogHOCHO knacudukauuja B TexHonormja koje ce kopucte y
CaBPEMEHMM OpYXaHuM cykobuma, koja bu obyxsaTuna u xapaBepcke 1 codteepcke
KOMMOHEHTE OBe TEeXHoMNoruje. Minak, Mory ce OKBMpHO NPeACTaBnUTM Kao CODTBEPCKU
BW anatu, n kao xapaBepcku anaTu, OQHOCHO OpYXje ca eneMeHTUMa BeLUTayke WH-
TenureHumje koje ce Hajuelwhe KopucTe y AaHalmmm cykobuma. Nako ce sehnHa BU
anata mMoxe NpUMeHMBaTU Ha CBUM HUMBOWMMA Cykoba, Ha TaKTUYKOM HMBOY Cykoba
JaHac ce Hajyelwhe KOpUCT ayTOHOMHO OpyXje, AOK Ce Ha OnepaTMBHOM HUBOY Of-
ny4yyje nomohy BU. Cajbep opyxje KOpMCTW Ce Ha CBMM HMBOMMA, anu je 3a caBpe-
MeHe cykobe Moxzaa HajonacHuja herosa ynotpeba Ha CTpaTeLLKOM HUBOY, jep MOXe
[0BECTM [10 HU3a NPOMyCTa Ha OCTanu“M HUBOKMMA CaBpPEMEHUX OpYXaHWX cykoba.

AyTOHOMHa opyXja

AyTOHOMHU OPYXHW CUCTEMU NPEACTaBIbajy CUCTEME OpyXja ca yrpaheHnm Tex-
HUYKMM MOryRHOCTMMA Aa HakoH WHUUMjanHe akTuBauuje of CTpaHe voBeka Mory
nyTeM pasnuyuTUX NNaTtqopMu CamoCTanHO AenoBaTh Ha 3eMibW, Ha BOAM U Noa
BOZOM, Y Ba3dyLUHOM MPOCTOPY MMM CBEMUPY, NONYT APOHOBA, TOpreaa Unu pasHux
BpCTa BO3uma.

Y mehyHapoaHuM pacnpaeama He nocToju onwTenpuxsaheHa geduHuumja ayTo-
HOMHMX opyxHux cuctema (Congressional Research Service, 2023, cTp. 1). Yak ce
HW eKCcnepTyn He Cnaxy OKo TeXHUYKe AedmHuumje aytoHoMHor opyxja (CCW/GGE:1),
2023). Hanme, noctasrbajy ce nuTama Kako AeduH1caTi ayTOHOMHOCT opyxja — Aa
N je JOBOSBHO [la OPYXHW CUCTEM MOXe Y NOTMYHOCTM Aa Aernyje caMoCcTasiHo Miu
je, unak, notpebHo aa 4YoBek 0gobpu akuujy, Uy KOjuM cryvajeBnMa, Kao 1 ga nu je
opyXje ayTOHOMHO YKOMNWKO je caMO jefHa H-eroBa KOMMOHEHTA MM (PyHKUMja ay-
TOHOMHa. Y jegHoj aHanmsu (Taddeo&Blanchard, 2022:37) ngeHTMgMKoBaHO je Yak
ABaHaecT fedmHuLMja OBE BPCTE CMCTEMA OpYXja, Koje NnojeanHe apxase n MefyHa-
pOAHEe opraHu3aumje pasnukyjy no npuaaBakby pasnuyuuTMX HUBOA 3HaYaja NpaBHUM,
€TUYKVM UMK BOJHUM MUTarMMA.

W 'y okBupy jenHe of TEXHOMOLLKM HajHaNpegHWjuxX BOjCKM Ha CBETY, amepuuke,
MULLIbEHA Cy nofderbeHa, na Tako, kako HaBoau AneH (Allen, 2022), y OupekTtvsu
3009.09 amepuykor muHMUCTapcTBa ogbpaHe, HUje NoTNyHO jacHO AedrHMCaHO LTa
Cy ayTOHOMHM, a LUTa NoryayTOHOMHW CUCTEMU, U HAaNoMUH-E a CKOPO yBeK kKada ce
y amepuykoj Bojcum rosopu o B/ npojektuma’ mmcnm ce Ha MOryhHOCT MalLMHCKor
ydyersa, WTo AeUHUTUBHO HUje jeAuHa OANuKa CMCTeMa BeLUTavKe MHTenureHumje.
Y nomeHyToj [MPEKTUBM, CMPTOHOCHWN ayTOHOMHMW OPYXXHW CUCTEMU AeUHMCaHN Cy
Kao ,MOTNYHO ayTOHOMHM”, OIHOCHO ,0PYXHWU CUCTEMMU KOjU1, jeAHOM aKTUBUPaHU, MOTY
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CenekToBaTh W aHraxoBaTu ce oko MeTa 6e3 farbe HTepBeHLMje TbyACKor onepare-
pa” (Congressional Research Service, 2023, cTp. 1), 3a pa3nuky of nonyayTOHOMHUX
OPYXHWX cuUCTEMA, Kof Kojux YoBek (Bachle and Bareis, 2022:4) obaBrba cenekumjy
meTe 1 ogobpasa akuujy opyxHor cuctema. Of onepatepa OpYXHMX cuUcTeMa, He-
3aBMCHO Of CTeneHa ayTomatusauuje, 3axTeBa ce Aa 3agpxe onroapajyhu HUBO
rbyackor pacyhuBara y Be3u ¢ ynotpebom curne, npu Yemy ce Taj HUBo y [npekTnsm
He AeduHuMWe npeuusHo, 360r pasnMyMTOCTM CaMUX OPYXHUX cUCTeMa, Tuna unu
KOHTEKCTa opyxaHor cykoba (Congressional Research Service, 2023, ctp. 1). Ocum
TOra, OHO LITO pasfnuKyje NPUCTYN amepuyke BOjcke ayTOHOMHOCTW pa3Boja W ynoT-
pebe MOMEHYTUX OPYXKHUX CUCTEMA Of, HEKVX APYriX BOjCKU UM HEAPXaBHUX rpyna
jecte geduHucaH npouec UcnuTUBaka W esanyauuje, kao 1 NpeLmnsHo agedrHucaHa
NuHnja ogobpaBarba HOBUX OpYXXja Te BpCcTe 1 BUno KakBMX M3MEHa Koje ce aece y
npoLiecy pa3soja unu ynotpebe, Ha npuMep TOKOM MaLLMHCKOT yyerba. Takas npucTyn
CBaKako je moxBanaH y CMUCNY OATOBOPHOCTU M NpeMa COMCTBEHO] BOjcUM U NpemMa
LUMBMIIMMA U Y CKMagy je ca MeflyHapoaHUM XYMaHWTapHUM NpaBoM, anu MOXe A0-
HETW aCUMETPUYHY NPEAHOCT ApYroj CTpaHu Koja Npy eBeHTyanHoM cykoby v ynoTpe-
B1 ayTOHOMHOT Opyxja He 61 pa3maTparna eBeHTyanHe nocneaule Henpuapxasara
CINMYHKX CTaHdapaa.

Y opyrm gpxasama, Takohe, noctoje CnuvHe HeZopPeveHOCTH, Koje Cy MoXAaa
n3a3BaHe HepasnukoBaweM AeduHucarba MOryhHOCTY TeXHOMornje (4a N OpyxHU
CVCTEM HELLTO MOXE Aia ypaau CamoCTasiHO UNK He) U AedUuHMUCabeM HadymHa ynot-
pebe TexHonoruje (aa N1 6u Tpebano v Ha Koju Ha4uMH, y3 Koje ycrnoBe, AoNYCTUTK fa
CUCTEM HewlITo camocTanHo ypaawm). Y cnydajy Pycke ®epnepaumje, 3BaHW4aH CTaB,
M3HET Y KOMYHMKaUMju ca rpynomM BrnagmHux ekcrnepata YH KoHeeHuuje o ogpefe-
HOM KOHBeHLUMoHanHoM opyxjy (Document of the Russian Federation, 2021), HaBogu
ce [a ce Ta ApxaBa 3anaxe 3a 3afpaBare byACcKe KOHTPOne Haf CMPTOHOCHWUM
AYTOHOMHWM OpYXHUM CUCTEMIMA, 6e3 0631pa Ha HMBO TEXHOMOLLKOT pa3soja OBMX
cucTeMa, anu ux He feduHuLLe AeTarbHuje, U cMaTtpa Aa TEPMUH ,,CMUCTIEHE FbYACKe
KOHTpone” Hema (haKTUYKO 3HaYere 3a Aarbu passoj U ynotTpeby OBaKBUX OPYXHUX
cuctema. C gpyre cTpaHe, nojeayHX pycku Npou3Bohjayn OBakBMX OpyXja CBOje ay-
TOMaTn3oBaHe 1 pobOTCKe BOjHE CUCTEME PYTUHCKM Ha3WBajy CUCTEMMMA OMnpemIbe-
HUM BELLTAYKOM MHTENMUIEHLMjOM, aKO YOMLUTE He Noceayjy MOryhRHOCT MaLUMHCKOT
yderba (AneH, 2022), Beh 1x KOHTPONMLLE YOBEK.

OBa HepgeduHncaHoCT HUje n3HeHahyjyha, ¢ 063Mpom Ha cTanHu u 6p3u pasBeoj
OBUX HOBMX TEXHOMOIMja U Ha TajHOCT Nog KOjOM Ce Taj pa3Boj ofBuja. TPEHYTHO ce
Kao npumepu ayTOHOMHOT OpyxXja, onpemrbeHor B/ TexHonornjama, Hajyewhe no-
Muky BecnunotHe netenuue w apyre 6ecnocagHe nnatdopme, NONyT 3eMarbCKUX
Unu NoaBOAHUX, camMoHaBoheHe pakete u Bpebajyhe opyxje (loitering munitions)
(Filipovi¢, 2023:215).

MpenHoCT ayTOHOMHOr OpyXja He orneaajy ce camo y MoryhHoOCT camocTan-
HOT [lernoBakba 0f TPeHyTKa Kada MX YoBek nokpeHe. 3axsarbyjyhm moryhHocTu 6p3se
obpafe Benuke Konu4mHe nogataka v Gp3or 1 NpeumnsHor gernosaka, anatm 6asu-
PaHK Ha BELUTAYKO] MHTENUreHLumnju 3Ha4ajHO JonpuHoce yop3aBaky Temna paTosa,
omoryhaBajy naklle [arbuMHCKe Hanade v CMamehe rybutka rbyacrtea. JegHa of
OWTHUX NpegHocTH ynoTpebe BelTayke UHTeNUreHumje y cykobuma jecte n noseha-
Ha NpeLM3HOCT, 3axBarbyjyhu Mogenuma ayboKkor MaLUMHCKOT y4Yera Koju ce CTarnHo
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yHanpehyjy n omoryhasajy npeumsHuje ogpefusame (y peanHoMm BpeMeHy) u npu-
narofjaBare nyTare WCMarbeHUX MPOJEKTWNA, Y3 MUHUMU3MPAHE KOMMIEKCHOCTU
ycnoBa u3 okpyxema (Li, Zhu & Zhao, 2021:1205), 360r yera ce He Mopa raharu no-
kauwja, Beh MCKIbYYMBO KOHKPETHA MEeTa, Makap To 61o camo jenaH 4Yosek. Tume ce,
TEOPUjCKM, 3HATHO CMakbyjy pasapara MHPPaCTPYKTYpe, Kao 1 rbyAcKe XPTBe, BOjHE
1 umBunHe. Mnak, caBpemeHmn cykobm y Ykpajuuu n M3paeny nokasyjy a nocrojarse
TexHonorvje Koja omoryhaea xymaHuju npuctyn opyxaHux gejctaea (Zurek, Kwik &
Engers, 2023: 1) He 06e30ehyje joLl YBEK HUXOBY NPUMEHY Y peanHium cykobruma u3a
MoTEHUMjanHO OpOjHMX pasnora (MoNMTUYKe apryMeHTaumje, Heno3HaBame Unu Hemo-
ceoBate CaBpeMeHe TEXHOIOrje, HenocTojake MefjyHapoaHe KOHTpone).

Mnak, caBpemeHo BU opyxje joll yBEK HUje TEXHOSMOLLKM JOBOSbHO Noy3aaHo Aa
Ou1 My ce MOrmo NpenycTUTH ayTOHOMHO [eNoBamEe; NOTPEOHM Cy HOBM W HanNpeaHUju
anropuTMK1, HAPOYUTO 3a NpeLusHnje ogpehuBare MeTa 1 3a konabopalmjy, OGHOCHO
ynapeHo feroBake BuLle opyxja onpemsbeHux BW anatmma (Hnp. pojeBu ApoHO-
Ba). To nokaayjy v akTyenHa gorahawa y ManectuHn n nspaencka ynorpeba opyxja
HaBOMEHOr BELUTAYKOM MHTENUIEHLM]OM Ynju Cy pe3ynTaTy joLl YBEK Aaneko o npu-
XBaT/bMBOCTM NO HOpMama MefyHapoaHor XxymaHuTapHor npasa. [Npu Tome, Tpeba
“maTun y BUay Aa je CUCTEM BEeLLTauKe MHTENUIeHLM|e KOjy KOPUCTH M3paercka Bojcka,
noa umeHom Xabcopa (cpn. JeBaHherbe, eHr. Gospel), penatMBHO HOB, jep je y yno-
Tpebu Tek HekonuKko roamHa. 360r XMTHOCTM pearoBaka M3pena Ha Hanag Xamaca
MOX[Ja HUje afeKBaTHO TECTMPaH M 00yYeH, LUTO U JOBOAM A0 HeMoy3daHoCTM, Ma-
COBHOT pa3apama 1 Benukor 6poja rbyackux xprtaea (Davies, McKernan & Sabbagh,
2023). Takohe, HameHa OBOr cUCTEMA je noApLuKa JbyACKMM onepaTtepuma y oany-
ymBaky M ybpaaBare maeHTMdMKaLmje MeTa, a caMy akTueaumjy opyxja obaerba
YOBeK, LUTO AOBOAM Y NuTame 13bop meTa nomyT wKona, 6bonHuua unu kaHuenapwja
XyMaHUTapHKX opraHu3auyja.

Y cBakom cry4ajy, opyxje camo no cebu, 6e3 063mpa Ha HUBO UNK Pa3BUjeHOCT
ynoTpebrbeHe TexHomnoruje, He Moxe 06e30eanTn NPEHOCT y CyKOBY YKOMNMKO Huje
nckopvWheHO Ha NpaBW Ha4uH W'y cknagy ca AeduHMCcaHOM CTpaTernjoM 1 SOKTpu-
Hom (Caliskan&Legeois, 2017).

OpnyyvBane y3 nomoh BeLuTauvke
NHTENnureHumje

Tokom pasBujatba CTpaTernje M HEeHOr onepaTMBHOI TpaHcopMUcara y Tak-
TWKY, Ka0 U TOKOM Camor opyxaHor cykoba, 6p3a 1 oafiyyHa npoLeHa BpeMeHa U
npocTopa npeacTaerbajy Beoma BaxHe aktope. ObaBeluTaBare y paty Takohe je
BENuKM 13as3oB, 6e3 063vpa Ha MogepHe KOMyHUKauuje, koje 4ecTo omoryhasajy u
Befhy cTeneH MaHunmynucawa Hero nNyTem KnacMYHUX HauvHa KOMYHUUMparba, Tako
fa npobrnem NpoTMBPEYHUX, NAXHMX U HEM3BECHUX M3BeLLTaja noBehaBa npobnem
npojekToBama parta. lcnpaBHOCT 1 6p3vHa NpoToka MHdopMaumja Temesb Cy Ao-
Opyx CTpaTeLUKnX, ONEPATUBHUX U TaKTUUKKX oaJTyka. C 063MpoM Ha yTuLaj Ta4HOCTM
nogataka v 6p3avHe oaflyuMBaKa Ha MCxod y Cykoby, Moxe ce pehu 1 Ja BeluTayka
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MHTenureHumja Ha ogpehexn HaunH mogmdukyje 6opby, jep cBojom cynepuopHoLwhy y
0bpaau 1 ucnopyuy nHcopmaumja sHa4ajHo LONPUHOCK AOHOLLIEHY BPXMX U BOrbKX
oA4JlyKa v npunarohaeamy 3agarte ctpatervje CTamwy Ha TEpEHY.

306or TakBMX pasnora, y CTpaTeLLKOM CMWUCIY CBE je 3HayajHuja MHDOpMaLIMoHa
JOMuHaLUMja, AedmHUCaHa Kao CYyNepPUOPHOCT Y reHepucakby, MaHumynaumju u yno-
Tpebn nHgopmaumja. MHdopmaumoHa JomMmHaLMja nocTaje He3aobunnasHn eneMeHT
y ,CYNEPVOPHOCTY OAJlyYmBarsa”, OQHOCHO y Bpxkem 1 ecpukacHmjem npouecy ogydm-
Bakba y kpusHuM cutyaumjama (Nergaard & Linden-Vernle, 2021).

306or cBoje CynepMOPHOCTH Y MOMEHYTUM aKTMBHOCTMMA, anropuTMK BeLUTauke
MHTenureHumje cae Yvelwhe ce KopucTe kao NOMONHO CPeLCTBO HaAMEXHUMa NpUnu-
koM npeasuharba U JOHOLIEHa OfnyKa y Be3u ca BOjHUM aKTMBHOCTUMA. Hbuxosa
CMocobHOCT Aa y KpaTKoM POKY Ha pasnuunTe HaunHe obpase U aHanmaupajy orpoMHe
6ase nogataka omoryhaea JOHOLWEHE 3aKrbyyaka Koju 61 MoXaa NpoMakiin YoBEKY
1 TUMe MoMaxy v y 6orbeM pasBujarby CTpaTervje v TakTKe Ha TepeHy. Anatu 3a
MaLLMHCKO y4erbe, Takohe, JONpuHOCe CTanHoM yHanpehusamy npoueca AOHOLLEHa
ognyka. Ocum Tora, BW anatn mory npeuusHuje npeaBuaeTM Mogene noHallana
CTpaHa y Ccykoby M npenopyyuty genosarse, kao u omoryhutu 6orbe pasymeBare
OKOnuHe (HNp. NyTem Bp3e aHanu3e ynasHux nogataka nonyt dotorpaduja, 3ByHHUX
nnu Buaeo-3anuca). Ha taj HaumH, ynasHu nogaum ce Beoma 6p30 1 egpmkacHo mory
NPeBecTn y UHhopMaLmje KOPUCHE 3a OAMYUMBaHE Ha TEPEHY.

MeRyTum, Mopa ce 0bpaTuTK NaxHa 1 Ha M3a30Be OCnakakba OAMyYMBaHa uc-
KIby4MBO Ha OBE anarte, jep Cy U OHW Camun NOANOXKHMW rpeLlkama U HeCaBpLIEHOCTH-
Ma (MPUKPUBEHW XaKepCKU Hamagw, nnacupakwe HeTayHux noparaka, O4HOCHO T3B.
TpoBat€ nogataka, rpeuke anroputma). MocebaH 13a3oB NpeacTaBba COPTBEPCKO
obyyaBame (T3B. TpeHMpare) anarta 3a ognyyvBare, 360r napagokca Koju ce jaBiba
— YKOIMKO Cy anaTu HeCaBpLLEHU, He MOTy Ce PearnHo KOPUCTUTYW Y CykoBy, a YKOmnmko
Ce He KOpUCTe, y MUPY 1M j€ OTEXaHO y4eHe. Y TUM CrnyyajeBrma anroputMu ce oby-
4aBajy Ha UCTOPUjCKMM nofaLyma o buTkama U Ha nogauyma apyrux 3emMarsa, LWTo
npoayxa.a 1 Nockynrbyje npouec obyke u ynotpebe BU anara.

Cajbep opyxje

WNako ce TpagmumoHanHo He nocMatpajy kao opyxje, MohHu anroputMu 6asvpa-
HW Ha BELUTAYKOj UHTENMIEHLM|U, KOjU CYy OCMOCOBIbEHN 3a CaMOCTaNHO TpaXehe U
nckopuwhasame pawbMBOCTM Ha pavyHapCKUM Mpexama 1y coTeepruma nocTajy u
CBe 3HavajHuje Opyxje 3a Hanage y caBpemeHuM cykobuma. Pagu ce, npe cBera, 0
cohTBEpUMA KOjU MOTy MPUCTYNUTU HenpujaTerbCkuMm codpTeepumMa Koju ynpasrbajy
[aHallkbUM MOAEPHUM OPYX|jMa, U Ha Taj HauMH nx oHecnocobutu. OHecnocobrba-
Bake Ce Moxe BpwmMTh W npe Bopbe (kpo3 nnacuparse padyHapckux BuUpyca unu
nnacupare HeTauyHKX 1 3NoHaMepHUX nogaraka), a MoXe Ce 1 TOKOM Cykoba, HakoH
naHcupara opyxja 3acHoBaHor Ha BW, pagutu Ha ,00e3BpehunBamy” HenpujaTersc-
Kor codpTepa.

O6nacT y Kojoj ce TPEHYTHO MOXAa M HajBULLIE KOPWUCTE anatu BeluTavke UHTe-
nvreHuyje jecte cajbep patoBane. 36or cse Beher yTuuaja cajoep anarta u3 cajbep
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MpoCTopa y peanHu CBeT, anatu BesaHu 3a cajbep 6e36egHOCT, Aakne 4ucTo cod-
TBEPCKM anaTtu, faHac ce nojasrbyjy vy opy»aHum cykobrma. 36or nosehaHe Mpex-
HOLIEHTPWUYHOCTM, OGHOCHO NoBehaHe YCMEepPEHOCTU 1 3aBUCHOCTW BOJHUX KOMYHMKa-
LMja 04 MOZEPHMX KOMYHUKALIMOHUX Mpexa W cpeacTasa, cajbep npoctop, AaHac y
cratycy netor 6op6eHor npoctopa (MyTHuK, 2022, cTp. 55), Ma cBe 3Ha4ajHuWjy ynory.
Ynotpebom cajbep cpeacrasa y ycroBuMa opyxaHunx cykoba Moxe ce 3Ha4ajHoO yTu-
LaTW Ha cTpaTeLlke oanyke CynpoTHe cTpaHe (nnacupaweM HeTauyHuX 1 3roHamep-
HUX nofaraka, HeosnalwheHnM ynackom y coTeep, M3MEHOM anroputama), anu u
Ha OMepaTUBHE UMK TaKTUYKe akumje (CohTBEPCKO NPEoTUMatLe NeTenuua, OMeTake
HenpujaTerbCKUX KOMyHWKaLuja), JOK ce, C Apyre cTpaHe, OBM anaTu Mory ynotpebu-
TV 3a 3aLUTMTY CONCTBEHUX pecypca.

MpepHocT cajbep n B/ anata jecte WTO ce Hanase y BUPTYETHOM CBETY, faku
3a cakpuBakbe, a TEWKW 3a npenosHaBake W pearoBawe (Kissinger, Schmidt &
Huttenlocher, 2022, ctp. 151), WTO MX YMHM naeanHUM OpyXjem W 3a Hamag 1 3a
onbpaHy. CHara cajbep opyxja 4YecTo je y Hen(pen)o3HaBawy Of CTpaHe Henpuja-
Terba, koju He 3Ha Aa N je 4o Hanaga yonwTe AoWo (4a v je Heko HeosnawheHo
MPUCTYNMNO €NEKTPOHCKMM CUCTEMMUMA) W KO CTOjU 13a wera. To AoBogu [0 acume-
Tpuje namehy Hanagava v 6paHunaua y cajbep 6e36egHOCTH, y KOjoj Cy Hanagaun y
MOBOJSBHWj0j No3uLmju. 360r Tora anropuTMm 3a Npeno3HaBake Hanaga Uim NokyLaje
HeoBnalwheHor NpucTyna u ofroBapare Ha cajoep NpeTke koje MOry 3HayajHO yr-
PO3WTU BOjHE aKLMje NOCTajy He3aMerMBU LE0 CaBPEMEHUX OpyxaHux cykoba. OB
CO(PTBEPCKM anatu y CTawy Cy Ja NpenosHajy weme cajoep Hanaga v aa ucToBpeme-
HO Kpeupajy ogroBapajyhe anate 3a ogbpaHy cuctema (Eliacik, 2022).

Ocum Tora, cse Beha 3aCHOBaHOCT APYLUTBA M BOjCKke Ha KOMYHUKALMOHUM Mpe-
Xama, Koje YMHe OCHOBY AaHalUHMX TEXHOMOMMja 1 KOMyHuKauuje, yopsasa YoBevaH-
CTBO 1 OBOAM [0 MPEXHOLIEHTPUYHOCTH, anun 1 nosehasa parwuBOCT U OCETIBUBOCT
ApXaBa U MHGPaACTPYKTYPHUX cucTeMa Ha cajbep Hanage. LLTo je BULWM HUBO AMruTa-
nu3auuje opyLwTBa, OHO je paruBmje. 360r noBehaHe MPEXHOLEHTPUYHOCTM YUTaBO!
ApywTsa, cajoep KOHMNMUKTK Wwupe (OPOHT Ha cBe 0bnacTu XuBOTa, Tako Aa ycne-
LWaH cajbep Hanag Moxe B6uTu katacTpodanaH no MHore y4yecHuke. Mako, yrnaBHom,
HEe NOCTOje AMPEKTHE byACKe XPTBe, MOXe AohK [0 MojaBe CryyajHUX, HEeHaMEPHUX
XpTaBa OBakBMX Hanaga. Moxe ce pehu 1 fja caBpemMeHu opyxaHu Cykobu noctajy
MPEXHOLEHTPUYHK, jep ce, kako HaBogu CtojaHoBwh, NnomMohy HOBMX TEXHOMOrWja
BuUpTyanuayje 6opbeHn npoctop, nosehasa ce BatpeHa Moh, Op3nHa 1 npeumnsHocT
[lenoBaksa v yBuamM y peanHy cuTyauujy 1 onaklasa KOMaHOoBake y peariHom Bpe-
meHy (CtojaHoswh, 2020).

[Ja nnhemo y 6yayhHocT gohr 40 NOTNYHO ayTOHOMHE, @ (OYHKLMOHAIHE BeLuTau-
Ke WHTEenureHumje, 3aBnCU Kako Of, pa3Boja TEXHOSOrWje, Tako U Of, ETUYKUX W NpaBs-
HUX oanyka Koje Tpeba fOHeTH y capgalHocTh. Opyrum pednma, noTpebHo je, nopea
0CTarnor, NoCTaBuTW 1 PELLUTH NUTaka ayTOHOMHOCTU U ofroBopHocTu (Ngrgaard,
2021), 1 NpMMeHUTU pellersa aa Gucmo obunu BewwTauky UHTENUreHUuMjy koja om
Bmna paBHOMPaBHU Y4YeCHUK cykoba.
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3aKkrbyyak

CnocobHoCT nporpama BelUuTayke nHTenureHumje aa 6p3o obpafyjy orpomHy Ko-
NWYMHY nofaTaka W Ja pearyjy Ha wMX Y Cknagy ca NoCTaBrbeHUM 3a4aTKoM, Kao u
CMOCOBHOCT MALLMHCKOT Y4YeHa, Npyxa UM Bernuky MoryhHOCT npuMeHe 1 y caspe-
MEHUM, XUOPWZHUM 1 aCUMETPUYHUM OpYyXaHuM cykobuma. MefyTum, 3a wiupy yno-
Tpeby y BOjHE cBpXxe MOTPebHO je 40AaTHO yHanpeauTu noysaaHoCT W MPeumn3HoCT
BW cuctema, nosehaty OTNOPHOCT Ha cajbep Hanage, ymawuT MOryRHOCT cryyaj-
HUX rpeLuaka, 06e3begnTy NO3AAHN pag Y PasnUYUTUM OKPYXKEHUMa U YHanpeanuTu
npoLec uHTerpaumje rbyACKMX OAfMyka ca akuujama 6opbeHnx cucTema BeluTauke
VHTENUreHumje.
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Summary

hroughout history, armed conflicts have often been the biggest users, but

also the main drivers of the development of new technologies of the time.
Currently, the most state-of-the-art technology is artificial intelligence, that is, software
programs capable of independent learning and improvement. Since the beginning of
the development of artificial intelligence in the middle of the twentieth century, this
technology has been used in various forms mainly as the software tools for gathering
and analyzing information.

In modern armed conflicts, artificial intelligence is used both in various forms of
software tools, which help situational analysis and faster decision-making, and in the
form applied to hardware, i.e. to various weapons and unmanned platforms, when they
enable faster identification of targets and more precise targeting, thereby significantly
influencing the course and outcomes of contemporary armed conflicts. The use of
cyber weapons is significant as well, although it does not fit the classic definition of
weapons, as it is an increasingly important element of modern conflicts, due to the
influence of cyber warfare in traditional combat areas.

Artificial intelligence tools are used in all phases of conflict. Before the actual
conflict, they can be used for information gathering and reconnaissance, for logistical
calculations that contribute ot the savings in the military budget, as well as for easier,
faster and more adequate recruitment and training of military personnel. During the
unfolding of the conflict, decision-making tools are already in use, as well as algorithms
for managing autonomous weapon systems, while after the conflict, various artificial
intelligence tools help in further monitoring and assessing the security situation, and
their informational and propaganda role should not be neglected either in the occupied
territories.

The use of various artificial intelligence tools in the military today takes place at
all levels: strategic, operational and tactical. At the strategic level, its importance lies
in software that can perform predictive analysis and assist the authorities in decision-
making, thus facilitating strategic planning. At the operational level, Al software is most
commonly used today to assist in logistics and training of military personnel. At the
tactical level, Al tools are most widely used in the collection and rapid analysis of data
in the field, enabling rapid tactical decision-making and facilitating identification of
targets, as well as in the softwares that manage autonomous weapon systems.

However, the use of this new technology creates new risks (algorithmic and
software errors, hacker attacks), but also reduces certain traditionally recognized risks
of conflict (fewer civilian and military casualties, less destruction of infrastrucutre). For
these reasons, the great challenge of a human society is to find a balance between
the possibilities provided by artificial intelligence and its adequate use and control.
This new technology enables us more “humane” conflicts, with fewer victims and less
damage, but in the end, the use of that technology still depends on people who use it
and their reasoning.
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rtificial intelligence, as the latest technology of the modern

age, represents a set of algorithms, i.e. software tools that,
when applied to certain hardware, enable various devices to become
“smart’, meaning, to be capable to perform many tasks autonomously
without constant oversight by man. In modern armed conflicts, artificial
intelligence (Al) is used both in various forms of software tools, which
help situational analysis and faster decision-making, and in the form
applied to hardware when they enable faster identification of targets and
more precise targeting. This paper presents forms of artificial intelligence
that are most commonly used in today’s conflicts. Also, particular
emphasis is placed on the use of cyber weapons, which represent ever
more significant element of modern conflicts. However, the risks that
occur when using Al are also stressed. Although its use reduces certain
traditionally recognized risks, new risks emerge resulting from the use of
these powerful tools for the purposes of conflicts. The conclusion is that
this new technology enables us, as a society, more ,humane* conflicts,
with fewer victims and less damage, and yet, the use of that technology
still depends on people and their reasons for conflicts.

Key words: artificial intelligence, armed conflicts, cyber warfare, se-
curity, new technologies.
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Introduction

The latest technology that shows the potential to change both the world and armed
conflicts is artificial intelligence. The capability of artificial intelligence programs to
quickly process enormous quantity of data, and react to them in accordance with
assigned task, as well as the machine learning capability, or automated upgrading
of existing algorithms based on tasks performed and observed shortcomings and
errors, open great possibilities for their application in modern armed conflicts as well.
There are different definitions and interpretations of the notion of artificial intelligence,
depending on the point of view. In its Report on defining artificial intelligence, the
European Commission presented the widely accepted and often quoted definition of
the technology of artificial intelligence: “Artificial intelligence (Al) refers to systems
that display intelligent behaviour by analysing their environment and taking actions
— with some degree of autonomy — to achieve specific goals. Al-based systems can
be purely software-based, acting in the virtual world (e.g. voice assistants, image
analysis software, search engines, speech and face recognition systems) or Al can be
embedded in hardware devices (e.g. advanced robots, autonomous cars, drones or
similar).” (European Commission, 2018).

It is important to understand that Al is not just one unique technology, but it
should be observed as an infrastructure, as a means that enables more efficient,
cost-effective, solid and autonomous exploitation of other technologies and assets
(Euronews, 2023). The value of such technological tools has been recognised in the
field of security.

A conflict of states aimed at achieving certain interests or political goals still makes
the basis for many interstate disagreements. However, most recently, much more
common are the new, asymmetrical, hybrid wars, characterised by a different profile
of participants, disproportionate forces, expansion of the front across several spheres
of life. Today’s wars are characterised by a great complexity and abundance of non-
military operations, and as Panarin states “the strategy is not created by a sword, but
through using other means” (Panarin, 2019, pg. 53). Such conflict is an ideal field for
the application of different artificial intelligence tools. However, potential downsides
of the accelerated development of Al weapons are emerging - the algorithms are
becoming ever more powerful, the demand grows and, despite high prices, there are
non-state factors who more often come into possession of this mighty weapon. That
fact is particularly important having in mind that the majority of modern armed conflicts
have the character of non-state conflicts, which is supported by information that non-
international and guerilla wars and terrorism have been playing a growing part in the
overall number of wars over the last thirty years and so (Jefti¢, MiSev, Obradovi¢ and
Stanojevi¢, 2018, pg. 27).
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The Role of Artificial Intelligence
at Different Levels

It is clear that the use of new technologies brings new possibilities, but we should
not disregard the risks associated with it. The role of artificial intelligence, as the new
and powerful software tool in modern armed conflicts as a threat to security, can be
regarded from multiple points of view. However, one should primarily differentiate its
role within the system of defence, within an armed conflict, and the security of the very
artificial intelligence systems. At that, one should have in mind that the use of artificial
intelligence systems in the system of defence reduces certain traditional security risks
(the risk of the loss of personnel - military and civilian, collateral damage), but new
risks emerge, such as the vulnerability of armed systems due to greater exposure to
software attacks that are connected to the use of Al technologies.In modern armed
conflicts artificial intelligence is useful both at strategic, and operational, and at tactical
level, through different software or hardware components. Table 1 presents some of
currently most common uses of Al tools in modern armed forces.

Table 1.
The use of Al tools at different levels of the system of defence

Facilitates strategic planning
Strategic » Assists decision-making
Predictive analysis (threat identification)

Level

» Logistics

Operational « Training

Data collection
Tactical  Assists decision-making (quick analysis)
» Autonomous weapon systems

Source: Author.

At strategic level, artificial intelligence can facilitate strategic planning and decision-
making owing to the tools for the analysis of a great quantity of data from different
historical and contemporary sources (for example, the tools for natural language
processing, which can sum up trends from a large number of media, social networks
and other sources), which enables a better insight into potential threats, allocation of
resources and geopolitical trends. Apart from that, a predictive analysis that is based
on Al-algorithms can enable earlier threat identification and, consequently, a better
preparation for the reaction (for example, development and testing different scenarios
of strategic decisions outcomes), and it can assist in better formulation of long-term
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strategies. Given that these tools are able to quickly and diversely analyse the great
quantity of data, thus arriving at conclusions that might be overlooked by man, these
tools assist in better self-regulation, self-control and self-activation of different combat
systems. For instance, by means of Al, a quick and efficient non-structured data
analysis can be produced in the form of photographs, audio or video recordings, as
well as the structured analysis of natural language. In that manner, input data can be
swiftly and efficiency translated into information that are useful for decision-making on
the ground. This type of Al tools is already being used in the current conflict in Ukraine,
where the satellite image analysis is done in this way. Furthermore, the tools for
machine learning contribute to continuous enhancement of decision-making process.

In the US Armed Forces, one of the most advanced armed forces in terms of the
use of Al tools, several such systems are in use, such as: Joint Battle Command-
Platform (JBC-P), which integrates satellite photographs, input data from sensors and
intelligence, and then analyses and visually presents them using Al algorithms, thus
contributing to much easier and faster decision-making process; then there is Artillery
Tactical Data System (AFATDS), command and control system that uses Al to process
information from different sources, which are used for real-time artillery fire support,
as well as the well-known “Maven Project” whose goal is to develop Al algorithms
for automated analysis and interpretation of visual data, and to assist responsible
authorities with situational analysis and target identification; or Command Post of the
Future (CPOF), a system developed in US Defense Advanced Research Projects
Agency (DARPA), which is capable of integrating data from various sources using
Al technologies, and, on the basis of that, presents a comparative and real state on
the ground to responsible authorities, for the purpose of facilitating the process of
planning and combat mission execution.

Other states as well work on integrating Al systems into their military capacities,
such as France (Combat Digital Cloud — a digital platform that enables fast exchange
of information and analysis in real time, thus shortening decision-making time
to several seconds), or Israel, whose system of the new generation TORCH-X
facilitates quick decision-making, targeting and firing in different environments (Eshel,
2023). At operational level, Al tools are most often used for logistic purposes, and
as support to military operations, or for the purpose of a more optimal allocation
of resources, personnel or equipment, in accordance with requirements (weather
conditions, situation on the ground, enemy positions). Frequent use at this level
refers to predictable maintenance and logistics, such as the prediction of the need for
equipment maintenance before the failure occurs. For example, GE Predix system
enables reading and Al analysis of data from sensors in military equipment, which
reduces unplanned delays and improves operational readiness. Also, Al programs for
the training of military personnel, such as VBS3 (Virtual Battlespace 3) help providing
better and faster training of personnel in more realistic environment.

At tactical level, Al tools can also assist in collecting (for example using UAVs),
analysing and understanding the situation in the field (quick analysis of photographs,
voice and other input data), hence, they can assist in deciding the following tactical
steps. For instance, Advanced Tactical Airborne Reconnaissance System (ATAC) is
used for the detection and identification of targets by means of algorithm analysis
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of pictures gathered through air reconnaissance, and as support in decision-making
for pilot personnel. Apart from that, at tactical level, Al algorithms can be found in
autonomous weapon systems that, with minimal engagement of military personnel,
are able to successfully execute combat tasks. Currently, the most often used
are unmanned aerial vehicles, popularly known as drones, which represent fully
autonomous or remotely controlled aircraft (of different level of autonomy), which are
used in many countries for surveillance, reconnaissance or targeted attacks. Well-
known models of unmanned aerial vehicles are: General Atomics MQ-9 Reaper (US
aircraft for surveillance, reconnaissance and firing), DJI Phantom Series (aircraft
produced by Chinese company DJI (Da-Jiang Innovations), whose Phantom series
is well-known for its aerography and videography, Heron (unmanned aerial vehicle
produced by Israeli company Israel Aerospace Industries, which is used for intelligence
purposes, for surveillance and reconnaissance in many countries), CH-4 (Chinese
unmanned aerial vehicle, the product of the company China Aerospace Science and
Technology Corporation —CASC, intended for reconnaissance and combat missions,
known for its reliability and cost-effectiveness), as well as Bayraktar TB2 (Turkish
unmanned aerial vehicle, known primarily for its combat missions especially in Syria
and Lebanon and recently in Ukraine). Apart from aircraft, increasingly used are
unmanned ground vehicles, more precisely, a form of autonomous ground platforms,
designed for different purposes - placing mines, demining, reconnaissance or combat.
There are even forms of unmanned tanks. This type of autonomous weapons gains in
popularity since their use protects human personnel in different operations. Those are
small “drones on the ground”, robots equipped with Al programs, which, with different
level of autonomy, are able to move and perform tasks. There are also unmanned
water platforms which include autonomous surface vehicles (ASV) and autonomous
underwater vehicles (AUV) that are used for surveillance, mine recognition and
underwater research. Much like the other platforms, they are more or less independent
in their work.

Hence, artificial intelligence software, contribute to the enhancement of the levels of
contemporary armed conflicts through tools that provide assistance to strategy during
decision-making and in lifting the fog of war (incomplete situational awareness and
incomplete information in a conflict), while hardware components, modern weapons
with embedded Al elements, help waging the war faster, more precisely and from a
greater distance. In theory, artificial intelligence should help in reducing the number of
victims in war, because better identification of targets and more precise firing reduce
collateral damage (Convention on Certain Conventional Weapons, 2018:2), and the
use of unmanned platforms reduces the presence, and consequently, the exposure
of the military personnel on the ground. However, technological advantages that the
use of these advanced tools brings cannot eliminate accidental or intentional human
mistakes which evidently happen in modern conflicts. Moreover, cyber warfare is also
present in today’s conflicts, which no longer exclusively pertains to cyber space, but,
with the integration of software elements and electronic communications in modern
weapons, appears in certain form in other combat areas.

One must not overlook security implications of artificial intelligence. Its tools have
their flaws as well, such as standard software errors, imperfections of algorithms,
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poor quality of input data or unpredictability of actions of a model that they are
learning. Thus, they can, due to potential unwanted and unpredicted consequences,
jeopardise the very project they are engaged on with their autonomous decisions,
and consequently, unintentionally pave the way to a new kind of risks, cyber attacks,
through the vulnerability of engaged Al technology. Having in mind that the wheel
of technological changes rarely goes backwards, and that it is certain that Al tools
are going to be more widely applied for security purposes, and used in the conflicts
of the future, it is useful to analyse the basic elements of the application of this new
technology in modern armed conflicts, and advantages and challenges that it brings
to the battlefield.

Types of Artificial Intelligence in Modern Armed
Conflicts

Artificial intelligence is already present in modern armed conflicts both through
the use of exclusively software tools, and “smart” hardware, classic or modern arms
equipped with Al tools. However, given the all-encompassing character of artificial
intelligence technology, its application in military activities can be observed from
different perspectives, such as, for example, the purpose of its use, the situations in
which they will be most often used or Al tools that are to be most often applied. In 20th
century, the precursors of today'’s artificial intelligence tools were used most often for
data collection, reconnaissance, and for logistic calculation. Today, their application
has spread to the field of training of troops, precise firing of defined targets, and to
cyber space (Schreiner, 2023).

The forerunner of the use of artificial intelligence for military purpose, or the first use
of electronic devices for remote data collection and acting in accordance with them, is
considered to be the use of a US military electronic system named “Igloo White”. The
US military started using this system in the Vietnam War late in 1967, and it consisted
of three main components (Shields, 1971): 1) battery sensor for detection of seismic,
acoustic or electric signals emitted by enemy vehicles or personnel, 2) aerial platforms
for gathering sensor signals, which were forwarded to ground surveillance system
or they were analysed at the very platform by trained personnel, and 3) surveillance
system for the analysis of received data and issuing orders for immediate reaction
regarding the data received. More than twenty thousand different electronic sensors
were dropped from aeroplanes over the jungle of Laos, which was traversed by a
railway line “Ho Chi Minh” for the provision of supplies to the north Vietnam. The
devices were able to capture sounds, measure the seismic activity, and even measure
the level of ammonia in the air. On the basis of data obtained in such way, decisions
were made on military actions on the ground (National Museum of the United States
Air Force, 2023).

Another example that can be considered to be the early use of Al for military
purposes is Pentagon’s project of a “smart” truck, from the late eighties of 20th century,
which was supposed to autonomously collect soldiers behind enemy lines (Tomic,
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2013: 182) or the use of Al software dubbed “Dynamic Analysis and Replanning Tool”
(DART) which was used in 1991 to arrange transport of supplies and personnel and
to solve other logistic problems, which enabled the US military to make great savings
(Artificial Intelligence Timeline, 2019). At the beginning of 21st century, the use of
the first unmanned aerial vehicles was recorded that were equipped with artificial
intelligence in the modern sense, in different armed conflicts. In Afghanistan and Iraq,
the United States of America used armed drones, which, through the use of artificial
intelligence algorithms, were capable of conducting autonomous flights, following
targets and using weapons (Cole, 2012).

In modern conflicts, it happens that certain areas of application of Al tools overlap,
meaning that chronological or technological limit of the application of some of these
tools has not been clearly defined. Table 2 presents several most common fields of
application of Al tools in different phases of a conflict.

In the period of conducting preparatory activities in case of potential conflicts, Al
is used, primarily, for reconnaissance and intelligence gathering, for logistic purposes
(to calculate optimal supply-chain, and it assists in speeding up the process of
organisation and delivery), and for more efficient process of recruitment and training
(of both regular military servicemen and new Al tools and weapons). For example,
programmes for the training of personnel, such as the training programme for US
Navy, that monitors the learning progress of an individual and adapts the speed of the
training (NSWCDD, 2021), contribute to more efficient and cost-effective training of all
armed forces branches.

Table 2:
Application of Al tools according to the time of the use

Reconnaissance
Data collection
Logistics
Recruitment
Training

Before conflicts

e o o o o

» Assistance in decision-making

During conflicts » Autonomous weapons algorithms

Time of the use

* Role in information and propaganda
After conflicts * Monitoring
» Assessment of security situation

Source: AyTop.

During conflicts, Al is also used for already mentioned purposes, but far more
important application of Al tools is the assistance in decision-making and algorithms
that control new weapons of different level of autonomy. After conflicts, depending
on the outcome, Al tools that can considerably aid the victorious side are those that,
through information and propaganda activity, assist so that the defeated accepts the
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results of the conflict, as well as those tools that enable a higher level of observance
and monitoring, and the assessment of security situation (Andresky&Henderson,
2018, cTp. iii).

In addition, researchers of Deloitte company have identified several capabilities of
Al technology that can be used by military, as a (still) leading actor in contemporary
armed conflicts (Table 3).

Table 3:
Possible military areas of application of Al tools (Deloitte, 2023)
Detection Planning Field operations Support
The use of Al The use of available The provision of Speeds up
systems for data and machine | data in real time and the process of
intelligence learning for the rapid response to procurement and
gathering and improvement of the | improve the mission | management of
analysis. process of planning outcome. supply contracts.

resources and
expenditures related
to missions or training.

Proposes better
solutions for the use
of available budget.

Protection of
personnel, assets
and information.

The use of smart
sensors to monitor
and detect objects

and personnel.

Armed Forces

Support to
personnel service in
candidate selection
process, automated
services and salary

calculation.

Table 3 (Deloitte, 2023) lists artificial intelligence software tools that can be used
for military purposes, stressing their economic, organisational and information aspect
of use. These tools help quicker and more reliable acquisition of data necessary for
decision-making at strategic, operational and tactical levels, and their analysis and
use results in significant savings in the military budget.

In short, according to Vincent Boulanin from Stockholm International Peace
Research Institute (SIPRI), at the moment, there are no areas of military activities
where artificial intelligence tools cannot be used (Euronews, 2023), but they are most
often used within autonomous weapons and for Al assisted decision-making. Another
important use of Al tools is in the field of cyber warfare, which goes beyond cyber
space because of ever greater networking and reliance on software tools even in
conventional arsenal.
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Perhaps, due to the constant development of new Al tolls, so far, no detailed division
has been developed, or the classification made of Al technologies used in modern
armed conflicts, which would include both hardware and software components of this
technology. Still, they can be generally presented as software Al tools, or as hardware
tools, or weapons with elements of artificial intelligence most often used in today’s
conflicts. Though the majority of Al tools can be applied at all levels of a conflict,
presently, at the tactical level of conflicts, autonomous weapons are most commonly
used, while at operational level, Al is used for decision-making. Cyber weapons are
used at all levels, but in modern conflicts, perhaps the most dangerous use is at the
strategic level, since it can lead to a series of omissions at other levels of modern
armed conflicts.

Autonomous weapons

Autonomous weapon systems represent weapon systems with integrated technical
capabilities that enables them, after initial activation by man, to act autonomously by
means of different platforms on the ground, water, under water, in the aerospace or
space, such as drones, torpedoes or different kinds of vehicles.

International discussions have not yielded a generally accepted definition of
autonomous weapon systems (Congressional Research Service, 2023, pg. 1).
Experts even do not agree on the technical definition of an autonomous weapon
(CCWIGGE:1), 2023). Namely, a question is raised as to how to define the autonomy
of a weapon - is it enough that an armed system can fully act autonomously or, is it
necessary for man to approve the action, and in what cases, and, whether a weapon is
autonomous if only one of its components or functions is autonomous. In one analysis
(Taddeo&Blanchard, 2022:37) as much as twelve definitions of this kind of weapon
systems have been identified, which certain states and international organisations
differentiate by attaching different levels of significance to legal, ethical or military
issues.

In one of the technologically most advanced armed forces in the world, the US
Armed Forces, opinions are divided, hence, as Allen states (Allen, 2022) in the
Directive 3009.09 of the US Department of Defence, it is not sufficiently clearly defined
what autonomous and what semi-autonomous systems are, and he notes that almost
every time that US military talks about “Al projects” they refer to the possibility of
machine learning which definitely is not the only distinction of artificial intelligence
systems. In the said Directive, lethal autonomous weapon systems are defined as
“fully autonomous”, or “armed systems that, once activated, can select and engage
targets without further intervention of a human operator” (Congressional Research
Service, 2023, pg. 1), unlike semi-autonomous armed systems, where man (Bachle
and Bareis, 2022:4) selects the target and approves the firing from the weapon system.
Weapon system operators, regardless of the level of automation, are demanded to
maintain an appropriate level of human judgement regarding the use of force, whereby
that level is not clearly defined in the Directive, because of the diversity of very armed
systems, the type or context of an armed conflict (Congressional Research Service,
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2023, pg. 1). Apart from that, the thing that makes the approach of the US military
to the autonomy of development and use of the said armed systems different from
some other armed forces or non-state groups is the defined process of testing and
evaluating, and precisely defined chain of approving new weapons of that kind and
of any alterations that take place in the process of development or use, for instance
during machine learning. Such approach certainly is commendable in the sense of the
responsibility both to one’s own military and to civilians, and it is in agreement with
international humanitarian law, but it can bring asymmetric advantage to the other
side, which, in case of a conflict and use of autonomous weapons would not dwell on
possible consequences of non-compliance with similar standards.

In other states as well, there is similar vagueness that may be caused by not making
difference between definitions of the capabilities of the technology (whether a weapons
system can do something autonomously or not) and by defining the manner of use
of the technology (whether we should and in what way, and under which conditions,
allow a system to do something autonomously). In case of the Russian Federation,
official position, stated in communication with a group of government experts of the UN
Convention on certain conventional weapons (Document of the Russian Federation
(2021), it is stated that this state advocates for maintaining human control over lethal
autonomous weapon systems regardless of the level of technological development
of these systems, but it does not define them in greater detail, and considers that
the term “reasonable human control” does not have a factual meaning for further
development and use of such weapon systems. On the other hand, certain Russian
manufacturers of such weapons routinely refer to their automated and robot military
systems as systems equipped with artificial intelligence, although they do not possess
whatsoever the capability of machine learning (Alen, 2022), but are controlled by man.

This ambiguity is not surprising, having in mind the continuous and fast development
of these new technologies, and the secrecy in which that development takes place.
Currently, most often mentioned examples of autonomous weapons equipped with
Al technology are unmanned aerial vehicles and other unmanned platforms such as
ground or underwater platforms, self-guided missiles and loitering munitions (Filipovi¢,
2023:215).

The advantages of autonomous weapons are not only reflected in the ability to act
autonomously once man activates them. Owing to the capability to quickly process
great quantities of data, and to act swiftly and more precisely, the tools based on
artificial intelligence considerably contribute to the acceleration of the tempo of a war,
and enable easier remote attacks and reduce the loss of personnel. One of important
advantages of the use of artificial intelligence in conflicts is the increased precision,
owing to the models of deep machine learning, which are permanently upgraded thus
enabling more precise (real-time) determination and adaptation of the trajectory of
fired projectiles, while minimising the complexity of environmental conditions (Li, Zhu
& Zhao, 2021:1205), which is why a location need not be fired at, but only the concrete
target, even if it is just one man. This, in theory, significantly reduces the devastation
of infrastructure, as well as human casualties, both military and civilian. Yet, modern
conflicts in Ukraine and Israel show that the existence of technology that enables
more humane approach in armed conflicts (Zurek, Kwik & Engers, 2023: 1) still does
not ensure its application in real-life conflicts for potentially many reasons (political
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argumentation, not-knowing or not-possessing modern technology, non-existence of
international control).

Moreover, modern Al weapons are still not sufficiently technologically reliable to
let them act autonomously; it takes new and more advanced algorithms, especially
for more precise targeting and for collaboration, or paired engagement of several
pieces of weapons equipped with Al tools (for example drone swarms). That is
shown by current developments in Palestine and the Israeli use of weapons guided
by artificial intelligence, whose results are still far from acceptable according to the
norms of international humanitarian law. At that, one should bear in mind that the
artificial intelligence system used by Israeli military, dubbed Habsora (eng. Gospel)
is relatively new, since they have been using it for only several years now. Perhaps,
because of the urgency for Israel to react to the attack by Hamas, the system was not
adequately tested and trained which leads to unreliability, mass destruction and great
number of human casualties (Davies, McKernan & Sabbagh, 2023). Also, this system
is intended to provide assistance to human operators in decision-making and to speed
up target identification, while the very activation of the weapon is done by man, which
brings into question the selection of targets such as schools, hospitals or humanitarian
organisations’ offices.

In any case, the weapon by itself, regardless of the level or degree of development
of technology used, cannot ensure advantage in a conflict unless used in a right way
and in accordance with a defined strategy and doctrine (Caliskan&Legeois, 2017).

Artificial Intelligence Assisted Decision-Making

While developing a strategy and during its operational transformation into
tactics, and during an armed conflict itself, a fast and decisive assessment of time
and space represent very important factors. Communication in war is also a great
challenge, notwithstanding modern communications, which often enable a higher
level of manipulation than classical means of communication, so that the problem of
contradictory, false and uncertain reports increases the problem of war projecting. The
accuracy and flow rate of information make the basis for good strategic, operational
and tactical decisions. Having in mind the influence of data accuracy and the speed of
decision-making on the outcome of a conflict, it can be said that artificial intelligence
also modifies the combat in some way, as its superiority in processing and delivering
information significantly contributes to making faster and better decisions and to
adapting given strategy to the situation on the ground.

For those reasons, information domination is becoming more and more important
in strategic sense, and it is defined as the superiority in generation, manipulation and
use of information. Information domination is becoming an unavoidable element in
“decision-making superiority”, i.e. in faster and more efficient decision-making process
in crisis (Ngrgaard & Linden-Varnle, 2021).

Because of its superiority in said activities, artificial intelligence algorithms are ever
more often used as an aiding tool of leaders when making predictions and decisions
regarding military activities. Their ability to swiftly process and analyse enormous data
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basis in different ways, enables making conclusions that may be omitted by man thus
helping in better development of strategy and tactics in the field. Tools for machine
learning also contribute to continuous enhancement of decision-making process. Apart
from that, Al tools can predict more precisely behaviour models of the parties in a
conflict, and recommend actions, and enable better understanding of the environment
(for example by means of fast analysis of input data such as photographs, audio or
video recordings). In that manner, input data can be swiftly and efficiency translated
into information that are useful for decision-making on the ground.

However, we must pay attention to the challenges of relying solely on these tools,
since they themselves are susceptible to errors and imperfections (hidden hacker
attacks, placement of false data, or so-called data poisoning, algorithm mistakes).
Specific challenge is presented by software training of decision-making tools, because
of a paradox that occurs - if the tools are imperfect, they cannot be realistically used
in a conflict, and if they are not used, their learning is impeded in peacetime. In those
cases, algorithms are trained using historical data on battles, or data of other countries
which makes the training process and the use of Al tools longer and more costly.

Cyber Weapons

Though traditionally not considered as a weapon, powerful algorithms based
on artificial intelligence, capable of autonomously searching for and exploiting the
vulnerabilities of computer networks and in software, are becoming ever more
important attack weapon in modern conflicts. This chiefly refers to software that can
access enemy software that control today’s modern weapons, thus incapacitating
them. Incapacitating can be done even before the combat (through the placement of
computer viruses or placement of false or malicious data), and it can be also done
during a conflict, after an Al based weapon has been launched, one can work on the
“devaluation” of enemy software.

Perhaps, the area in which, at this moment, artificial intelligence tools are used
the most is cyber warfare. Because of the ever-greater transition of cyber tools from
cyber space into the real world, the tools related to cyber security, meaning, purely
software tools, emerge today in armed conflicts as well. Due to the increased network-
centricity, or increased orientation and dependence of military communications on
moder communication networks and assets, cyber space, today in the status of the
fifth battle space (Putnik, 2022, pg. 55) plays an ever more prominent role. By using
cyber assets in the circumstances of armed conflicts, one can significantly influence
the strategic decisions of the opposing side (through placement of false or malicious
data, unauthorised access to software, change of algorithms), and operational or
tactical actions (software aircraft hijacking, jamming enemy communications), while,
on the other hand, these tools can be used for the protection of one’s own resources.

The advantage of cyber and Al tools is the fact that they are in the virtual world,
easy to hide, difficult to recognise and react to (Kissinger, Schmidt & Huttenlocher,
2022, pg. 151), which makes them an ideal weapon for the assault and defence. The
power of cyber weapons often lies in not being recognised (known) by the enemy,
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who does not even know if the attack happened in the first place (whether someone
had unauthorised access to electronical systems) and who is behind it. This leads
to asymmetry between the attacker and defender of cyber security, where attackers
are in more favourable position. That is why the algorithms for the recognition of
attacks or attempts at unauthorised access, and for responding to cyber threats that
can significantly jeopardise military actions are becoming irreplaceable segment of
modern armed conflicts. These software tools are capable of recognising the schemes
of cyber attacks concurrently creating appropriate tools for the defence of the system
(Eliacik, 2022).

Apart from that, ever greater reliance of the society and military on communication
networks, which make the basis of today’s technologies and communication, speeds
up the humanity and leads it to the network-centricity, but it increases the vulnerability
and sensitivity of states and infrastructural systems to cyber attacks. The higher level
of digitalisation of a society, the greater the vulnerability. Because of the increased
network-centricity of entire society, cyber conflicts are expanding the front to all spheres
of life, so that a successful cyber attack can be catastrophic for many participants.
Although, there are mostly no direct human casualties, such attacks could result in
accidental, unintentional victims. It can be said that modern conflicts are becoming
network-centric as well, since, as Stojanovi¢ states, new technologies virtualise new
battle space, increase fire power, the speed and precision of action as well as the
insight into the real situation, and facilitate real time command (Stojanovic, 2020).

Whether we will in the future come to fully autonomous, yet functional artificial
intelligence, it depends both on the development of technology, and ethical and legal
decisions that should be made in the present. In other words, it is necessary, among
other, to raise and solve the issues of autonomy and accountability (Ngrgaard, 2021),
and apply the solutions in order to end up with artificial intelligence that would be an
equal participant in a conflict.

Conclusion

The capability of artificial intelligence programs to quickly process enormous
quantity of data, and react to them in accordance with assigned task, as well as the
machine learning capability, offer great possibilities for their application in modern,
hybrid, and asymmetric armed conflicts. However, for a wider military use it is
necessary to further enhance the reliability and precision of Al systems, increase
resilience to cyber attacks, reduce the possibility of accidental errors, ensure a reliable
operation in diverse environments and advance the process of integration of human
decisions with the actions of artificial intelligence combat systems.
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Summary

hroughout history, armed conflicts have often been the biggest users, but

also the main drivers of the development of new technologies of the time.
Currently, the most state-of-the-art technology is artificial intelligence, that is, software
programs capable of independent learning and improvement. Since the beginning of
the development of artificial intelligence in the middle of the twentieth century, this
technology has been used in various forms mainly as software tools for gathering and
analysing information.

In modern armed conflicts, artificial intelligence is used both in various forms of
software tools, which help situational analysis and faster decision-making, and in the
form applied to hardware, i.e. to various weapons and unmanned platforms, when they
enable faster identification of targets and more precise targeting, thereby significantly
influencing the course and outcomes of contemporary armed conflicts. The use of
cyber weapons is significant as well, although it does not fit the classic definition of
weapons, as it is an increasingly important element of modern conflicts, due to the
influence of cyber warfare in traditional combat areas.

Artificial intelligence tools are used in all phases of a conflict. Before the actual
conflict, they can be used for information gathering and reconnaissance, for logistical
calculations that contribute to the savings in the military budget, as well as to easier,
faster and more adequate recruitment and training of military personnel. During the
unfolding of the conflict, decision-making tools are already in use, as well as algorithms
for managing autonomous weapon systems, while after the conflict, various artificial
intelligence tools help in further monitoring and assessing the security situation, and
their informational and propaganda role should not be neglected either in the occupied
territories.

The use of various artificial intelligence tools in the military today takes place at
all levels: strategic, operational and tactical. At the strategic level, its importance lies
in software that can perform predictive analysis and assist the authorities in decision-
making, thus facilitating strategic planning. At the operational level, Al software is most
commonly used today to assist in logistics and training of military personnel. At the
tactical level, Al tools are most widely used in the collection and rapid analysis of data
in the field, enabling rapid tactical decision-making and facilitating identification of
targets, as well as in the software that manage autonomous weapon systems.

However, the use of this new technology creates new risks (algorithmic and
software errors, hacker attacks), but also reduces certain traditionally recognized risks
of conflict (fewer civilian and military casualties, less destruction of infrastructure). For
these reasons, the great challenge of the human society is to find a balance between
the possibilities provided by artificial intelligence and its adequate use and control.
This new technology enables us more ,humane”“ conflicts, with fewer victims and less
damage, but in the end, the use of that technology still depends on people who use it
and on their reasoning.
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