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Summary:

Models that represent real problems have been relying so far on historical
data to draw upon conclusions. One negative aspect of these models was
that they could not predict future states based on real data instantly
collected or new sources of risk that suddenly appeared. To overcome this
problem, this work presents the process of building a realistic predictive
model using Bayesian Belief Networks (BBNs) and the AgenaRisk
software. BBNs are a direct representation of real problems where their
graphical structure represents real causal connections and not just a flow
of information. Software tools providing algorithms for dealing with
conditional probabilities have been developed. The Bayesian Theorem, a
theoretical background for conditional probability, was also explained in
the paper. Another benefit of using BBNs is that the reasoning process
can operate by propagating information in any direction (top-down or
bottom-up) which makes it a powerful tool in risk assessment and a
decision-making process. The paper also provides the core principles and
the power of BBNs and their application in the project planning phase for
ammunition delaboration (resolving problems of surplus and obsolete
ammunition in stockpiles), where risk assessment is one of the required
processes which helps in making a final decision for project approval or
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not. The sensitivity and SWOT analyses are also performed as valuable
and helpful tools for validation and making conclusions.

Key words: conditional probability, Bayesian Belief Networks, risk
assessment, sensitivity analysis, SWOT analysis.

Introduction

The project risk management process is seen as a process that
accompanies the project through its life cycle. The Project Management
Book of Knowledge recognizes risk management as one of knowledge
areas (together with its inside processes) that need to be addressed
during project planning and can have a significant impact on the project
success.

A number of variations for the risk management process have been
proposed, (Marcelino-Sadaba et al, 2014), (Petrovi¢ et al, 2010),
(Andrejic¢ et al, 2011), (Malbasi¢ et al, 2016). According to (Fang & Marle,
2012), there is a general agreement on what is included in the process
but differences exist in “the level of details and assignment of activities to
steps and phases”. Based on the previous resources, the main
processes for risk management are: risk planning, risk assessment, risk
mitigation, risk monitoring, and documentation.

Stakeholders are the ones among many who constantly insist on risk
management/assessment processes because they want to be protected
against different consequences (financial or legal) if some unwanted risk
occurs (internal and external source of risk), or at least to be warned
against potential problems. Their ultimate goal is to have a project
successfully finished. Besides the aforementioned, project managers
have to consider a number of other parameters such as safety, security,
social and environmental issues, which are interrelated and hence
increase the complexity of problems. This complexity leads to the
existence of a network of interdependent risks (Fang & Marle, 2012).

The risk management/assessment process requires tools for its
implementation, and many tolls have been developed so far. Adoption of
certain tools depends on several reasons (investment for the
implementation is a significant one) but one of the most important is what
benefits a tool can provide to a system, (Raz & Michael, 2001). The
same authors argue that many of the developed tools are based on the
concept of probability and impact, assessed through qualitative and
quantitative approaches.

In most cases, these approaches focus their calculations on several
independent risks, emphasizing those of a high value, and then take
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mitigation measures. Often, they are able to take into account complex
interrelations between them, influences, causes and consequences, but
in the end, they still concentrate on a single risk and cannot calculate
influences that exist between them. We can also argue which
approaches are better and why.

In order to overcome and resolve the mentioned issues, this paper
presents a process of risk assessment using Bayesian belief networks
and their application in the project planning phase for ammunition
delaboration as part of the Trust Fund project, where it is necessary to
make a decision for the project approval or against it. In the ammunition
delaboration project, insufficient attention has been paid to risk
assessment in the planning phase. This process has been mainly done
by forming a list of the most frequent risks that have appeared in similar
past or current projects. It is obvious that this approach needs to be
changed and adapted to new circumstances using BBNs.

Bayesian belief networks also use qualitative and quantitative
approaches. In this case, the qualitative approach is the process of
graphical representation of the relations among variables (structural
learning) while the quantitative approach relies on conditional probability
among variables (parameter learning), (Lee at al, 2009).

Introduction to Bayesian Belief Networks (BBNs) -
theoretical and graphical background

It can be said that any event (A) is a statement about conditional
probability, because we have made this statement with background
knowledge or context (K), so it would be accurate to write conditional
probability as P(A|K), (Fenton & Neil, 2011).

From the scientific point of view, we explain the previous by
introducing a hypothesis - H, beliefs, evidence (E) and conditional
probabilities P(H|E) and this process is called probabilistic reasoning. So,
for calculating P(H|E), we use Bayes Theorem,

E/H)P(H)

P(H/E): P( P(E) (1)

where:

P(H) — the prior probability of the hypothesis H,

P(E) — the prior probability of the evidence E,

P(H/E) is the probability of H, conditional on a new piece of evidence E
or a posterior belief about H,

P(E/H) is the probability of E given the H.
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Bayes Theorem tells us how to calculate conditional probabilities. In
our case, it tells us how to calculate the conditional probabilities of the H
given the new evidence (E). It also tells us that this probability depends
on three things: the prior probabilities of H and E, and the conditional
probabilities of E given the H.

Now, from this very simple but basic explanation, we are transferring
from conditional probability into the visualization of the above mentioned
situation and a BBN. As we said earlier, it makes no sense to assign a
direct probability (the node E or the child node) without considering the
events it is conditional on (the node H or the parent nodes).

For the purpose of further explanation, let us assume that both
variables are discrete and have just two possible states: true and false,
with prior probabilities as shown in the Figure.

Table 1 — Basic two-node Bayesian Network
Tabnuua 1 — basosas koHuenyus baltiecosckol cemu ¢ 08yMs1 arieMeHmamu
Tabena 1 — OcHosHU KOHUenm bajecose mpexe ca dsa enneMeHma

D> False 0.3
True 0.7

With initial probabilities for the
hypothesis, we do not know anything
False ]3”% False a0 about the evidence, meaning that the

=M jm% True I s probability of E is 50%.

HYPOTESIS EVIDENCE

It is important to note that the Bayesian calculation should never be
done manually. Different tools are created to help the modeling process
and to run a simulation with the Bayesian algorithm in the background -
AgenRisk software is one of them.

In light of new evidence, we enter the Conditional Probability table
(CPT) for the evidence E. This means that, for each state of H (2 states),
we define probability for the states of E (2 states) and get a matrix for the
CPT as explained in Table 2.

617

Malbasic, S. et al, Risk assessment framework: application of Bayesian Belief Networks in an ammunition delaboration project , pp.614-641



VOJNOTEHNICKI GLASNIK / MILITARY TECHNICAL COURIER, 2019, Vol. 67, Issue 3

Table 2 — Propagation through the Bayesian network
Tabnuua 2 — lNpouecc pacyema 8 baliecoeckol cemu
Tabena 2 — Npouec uspavyHasar-a y bajecogoj Mpexu

HYPOTESIS EVIDENCE
b i J 30% — % HYPOTESIS  False True
> False 0.9 0.2
True 70% True- ‘ 59% True 0.1 03

Initial probability for evidence has
slightly changed.

HYPOTESIS EVIDENCE Now we ran a simulation entering that
the evidence has a true value and
i - observe how our hypothesis changes.
True 94.915% True 100% We have 94.9 % that the initial
hypothesis is true.

False 4 5.085% False

Y

Scenario 1: Trug

HYPOTESIS EVIDENCE Vice versa, in the situation when the
False 65 854% Falss ewdence.has. a false value, the initial
— > _ hypothesis will be 65.8% false.

Tue ] |34.146% True 100%
L

- Scenario 1 : True

The conclusion form Table 2 is as follows: at first glance, do not rely
on the initial probability (or make a decision) until you see new evidence.
New evidence might cause some changes in the initial states and help to
make a better decision, based on real data.

With more variables, states and dependencies between variables,
the risk asssessment problem becomes more complex, hence a
Bayesian Belief Nework (BBN). Figure 1 shows a complex BBN with the
explanation of the nodes utilities. The BBN structure consists of the
qualitative structure (graph structure) and the quantitative components
(probability tables). It is a Directed Acyclic Graph (DAG) with an
associated set of Conditional Probability Tables (CPT), as shown in
Figure 1 (Fan & Yu, 2004).

A node represents event occurrence (a variable of interest in the
problem), the arrows (directed edges) between the nodes mean the
relationships of events i.e. a dependency structure within the problem,
while other nodes serve as:

- Utility node — representing the quantity of interest, generating a
numerical value, and helping to rank the alternatives in order to obtain
the best option,
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- Decision node — representing the alternatives for the decision
maker,
- Chance node — probabilistic quantities.

TRAINING <:| DECISION CHANCE NODE

NODE

MANAGER DEVELOPER
CAPABILITY CAPABILITY

i)

PRODUCT PRODUCT
UTILITY NODE QUALITY PERFORMANCE

Manager capability High Low

Developer capability High | Low [ High [ Low
Pr ("product quality="High") 0.9 0.85 0.35 0.15
Pr ("product quality="Low") 0.1 015 | 065 [0.85

Figure 1 — Example of a Bayesian Decision Network — BDN
Puc. 1 - lNpumep duHamuyeckol baliecosckoli cemu
Cnuka 1 - lNpumep duHamuyke Bajecose mpexe

According to (Marcot & Penman, 2019), BBN models with inclusion
of decision and utility nodes create Bayesian decision networks (BDNs).
They can be also highly useful in the risk assessment process. The
nodes that have no parents are called “root nodes”’and the nodes without
children are called “leaf nodes”.

Application of BBNs

The use of BNs is spreading to almost all areas: safety and reliability
modeling, operational risk in finance, information retrieval, environment,
medicine or, according to (Fenton & Neil, 2013) and (Weber et al,
2012), to modeling operational risk, system reliability modeling,
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dependability, risk analysis and maintenance as well as to architecture
design developing models to capture change impact analysis (Tang et al,
2007), data mining, determining and explicitly displaying the relationship
among variables, representing expert knowledge and combining expert
knowledge and empirical data, and identifying key uncertainties (Marcot
& Penman, 2019).

In addition to the previously mentioned, Bayesian Belief networks
also have a variety of applications in the following fields:

- In a risk assessment approach, to improve the resilience of a
seaport system (giving a flexible tool to the safety analysts to increase
resilience strategy), (John et al, 2016),

- In a project management assessment modeling framework that
calculates costs, benefits and returns on investments (use hybrid and
dynamic BBNs, case study for agricultural development projects), (Yet et
al, 2016),

- In modeling large and complex infrastructure systems (addressing
one of the major obstacles i.e. the exponentially increasing amount of
information that needs to be stored as the number of components in the
system increases), (Tien & Der Kiureghian, 2016),

- In medical decision support systems (overcoming problems of
complex, unstructured and incomplete patient questionnaires and
interviews that inevitably contain examples of repetitive, redundant
and contradictory responses and to ensure the BN model can be
used for the interventional analysis), (Constantinou et al, 2016),

- Modeling research on ecosystem service (ESS), (Landuyt et al,
2013) or,

- In land forces, to aid reasoning and decision making under
uncertainty (Starr & Shi, 2004).

Having in mind the previous explanations, the benefits of using BBNs

are:

- Explicitly modelling causal factors.

- Reasoning from the effect to the cause and vice versa.

- Overturning previous beliefs in the light of new evidence.

- Making predictions with incomplete data.

- Combining diverse types of evidence including both subjective

beliefs and objective data.

- Arriving at decisions based on visible auditable reasoning.

As it is stated in (Marcot & Penman, 2019), BBNs are probabilistic
models (filled with real data) which help us to ‘“investigate the
consequences of conditions or deducing conditions resulting in an
outcome”.
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AgenaRisk Software

The AgenaRisk software tool (Fenton & Neil, 2013) has been used
by some of the world's leading organizations to model risk and improve
decision making across a range of industry sectors and to implement
solutions to a range of critical business and safety problems.

AgenaRisk is a powerful tool which overcomes problems that existed
with the previous versions of BBN tools, making BBN building much
easier (each node type is associated with an extensive set of probability
distributions which can be chosen from a predefined list), making
calculations or a decision process more accurate and giving a variety of
solutions for a wide range of end users.

AgenaRisk Lite version 7.0 that has been used for modeling in this
paper consists of: risk map, risk table, risk explorer views and risk graphs
and has some powerful and advanced features for creating the Node
Probability Table (NPT): rank node, simulation node, partitioned
expression, and continuous graphs. For the created model, the software
provides a various set of tools for analysis and optimization such as:
sensitivity analysis, multivariate analysis, compound sum analysis, and it
creates a node probability table based on spreadsheet data.

As a free download version, it has some constraints regarding the
saving mode for ranked, simulation nodes and multiple Bayesian network
objects. Also, there is no maintenance and upgrade support. Recently,
this AgenaRisk Lite version has been withdrawn from the site and has
been replaced with the 14 day free trial of a new AgenaRisk 10 version.
Anyway, all developed models can run under this new version. The
reason for this is a custodian effort to further promote the
commercial/academic subscription license version only.

Trust Funds project policy

The policy of the Trust Fund projects is to assist countries
(financially and managerially) with the safe destruction of stockpiles of
surplus and obsolete landmines, weapons and ammunition. There are
various reasons for this approach. The destruction of surplus stockpiles
of arms and ammunition reduces the threat to individual partner
countries, the wider region and ensures that such materials are not
subject to any proliferations. When it is possible, the project can use
country facilities and resources for project completion and can hire local
population.
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Modeling of Trust Funds Project

After a request is initiated from individual partner countries, based
on the voluntary basis and an extensive negotiation process, the “Lead
nation” is chosen and it is responsible for gathering political and financial
support for the project as well as for selecting the executing agent for the
project.

Different agencies have been often appointed to act as the
executing agent for demilitarization projects by the lead nation,
contributing to the project through: development of a feasibility study,
technical advice, management activities, overseeing the project
development, and ensuring a competitive bidding process. It is very
important for legal agreements to be in place between the parties
involved in the process.

For the final approval of the project proposal from a higher authority,
several elements or preconditions need to be in place: a feasibility study
developed by the executing agency, the donation countries, the threshold
level of donations, and a clear financial picture (donated money —
enough to start the project, costs for running the project — donated
money decreased for management and administrative costs).

The whole process of negotiations, gathering political and financial
support, and the development of the feasibility study takes some time
and is full of uncertainty since it depends a lot on the preconditions and is
subjected to everyday risk, known and unknown.

The existing process and the structure for Trust Funds projects
involves a number of participants from different jurisdictions, for example,
for the feasibility study or for collecting donations and normative legal
regulations. The project manager has the main responsibility for the
feasibility study. The existing structure within the Trust Fund policy for the
project approval does not provide the visibility of the whole process, the
progress of one component is not reflected in the other dependent
component, coordination is necessary and sometimes difficult, and the
project manager sublimates all the information even though he has no
jurisdiction over the whole process. All the mentioned things and their
interconnections pose a great risk to project execution.

In order to overcome these problems and risks, it is necessary to
model the process and causal connections and to reflect the daily
changes of individual components on other components (positive or
negative) as well as on the final decision.
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Risk assessment framework for the Trust Fund project

The modeling process with the help of BBNs overcomes most of the
problems and risks listed before. For better understanding the whole
process, it is necessary to turn them into a causal model with a Bayesian
network, Diagram 1. Most of the previously mentioned is presented in the
risk framework model, except legal agreement.

The whole process of building the risk framework and running the
simulation is explained in the continuation of this text. The Risk
identification process has been performed using the interactions and
the elements that characterize the Trust Fund policy. Determining the risk
interactions is actually the process of building a risk map and the map
was modeled using the network structure.

The question that needs to be asked is: “How to build a risk map”?
According to (Fenton & Neil, 2013), the following steps are useful in
building a risk map:

- Consider the set of risk events from a given perspective.

- ldentify the risk triggers for the identified risk events.

- ldentify the consequences and mitigations for the identified risk

events.

- Define probabilities for the risk events.

- Generate risk predictions for the issues such as simulation,

backward reasoning, and a what-if scenario.

By chaining together different risks, we can model multiple risks,
risks from different perspectives, and common causes, consequences
and mitigate all within the same model.

Another question related to building risk maps is risk perspective. It
is obvious that there are different views or perspectives of risk:
stakeholder perspective (owners, shareholders, employees, suppliers),
customer/user or manager perspective, and local community
perspectives. Generally, different experts consider risk at very different
levels of granularity and perspective (Wright, 2011). While risk for
someone (stakeholder, risk responsibility authority, etc.) can be an
opportunity, for others it can be a cause, a consequence or a mitigation
and this is something that can be a limitation in constructing a risk map
since it has an impact on how a risk map will be constructed. What is
good in this approach is that once risk events are identified from a
particular perspective, there will be very little or no ambiguity at all about
the causal structure.
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TRUST FUND BBN TOOL
POLICY EMBEDED IN
FRAMEWORK SOFTWARE
N\

p
TRUST FUND
MODEL
CONSTRUCTION
CONSTRUCTION o ) KNOWLEDGE
IS ALSO - \
PROCESS OF ENTERING
BUILDING RISK EVIDENCY CATTA
MAP \ /
RUN SIMULATION
RISK \ )

ASSESSMENT
AND RISK
ANALYSIS

PROCESS

OPTIMISATION
PROCESS

NEW EVIDENCY
DATA

FINAL
APPROVAL

RISK PROFILE
AND RESIDUAL
RISK

Diagram 1 — Framework for the risk assessment process using a BBN and the AgenaRisk
software
Huazpamma 1 — Pamku Onsi aHannu3a puckos rfpu Ucrosib308aHuU Mmpo2pamMmmHO20
obecrieyeHus AgenaRisk, c aHeOpeHHbIM MOQynieM 05l yCI08HOU 8eposimHocmu
Jujaepam 1 — Oksup 3a npoueHy pusuka kopuwhermem cogpmeepa AgenaRisk ca
yepaheHum mMolyrnom 3a ycrosHy eeposamHohy

Risk assessment and risk analysis: A tool for modeling and
entering evidence is the AgenaRisk software that uses the BBN tool for
modeling and conditional probability. Performing the evaluation process
is as follows: running a simulation is a process of measuring the
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interactions between risks and comparing the results with the predefined
boundaries for an identified risk. The sensitivity analysis is also
performed to enhance the reliability of the network analysis phase and to
define which and how the identified risks influence the main variable or
the decision variable — project approval. When new evidence appears
from the environment, from expert knowledge or as an input from the
sensitivity analysis, the optimization or re-evaluation process of the
model starts.

This optimization/or response phase is performed until all balance
between elements is found (i.e. effectiveness of the mitigation
measures are in place) and all identified risks are within the defined
boundaries. The simulation is helpful for estimating the effects of the
mitigation measures.

The end of the process is a risk profile. This profile consists of the
list of identified and measured risks, meaning that some risks still exist in
the system (i.e. residual risk) but they are under control and constantly
monitored.

Construction of the framwork for risk assessment
using the AgenaRisk software

Further steps in this paper comprise the following: model developing
using the AgenaRisk software, specifying the variables, entering the
probabilities, a case study (back and forth propagation), the validation of
the model (sensitivity analysis) and the conclusions.

Based on the policy of Trust Funds (activities and conditional
dependence) and the basic principles for constructing a model within the
AgenaRisk software together with user perspectives, a model was
created as shown in Figure 2. The established model provides a visual
image of the process where each node represents the potential risks
identified in the process.

The model represents a chain of events with uncertainties that will
be assigned later and gives clear visibility of the risk map. The ability to
decompose a risk problem into chains of interrelated events and
variables should make the risk analysis more meaningful, practical and
coherent.

The model also represents the integration of different levels of
decision makers involved in this process: international organization,
different countries, the government level, and the factory/customer level.
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LEAD NATION COUNTRY
DONATION DONATIONS
DONATIONS
PROJECT
APPROVAL

Figure 2 — Basic Trust Fund model in the AgenaRisk environment
Puc. 2 — basosasi Modersb npoekma, npedcmaesrieHHas 8 rnpoepamMmmMHOM obecriedeHuu
Cnuka 2 — OcHosHU Mo0Oes1 npojekma rnpukasaH y cogpmeepy

DONATION
LEVEL

FIXED COSTS BUY
EQUIPMENT

LEFT FOR
PROJECT

FEASIBILITY
STUDY

Based on the explanation presented earlier for the creation of a
Bayesian Belief Decision Network, the utility nodes in the proposed
model are: donation level, left for project, fixed costs and buy equipment
(Figure 2). The chance nodes are: lead nation donation, country
donation, donations and flexibility study, while the node “project approval”
is the decision node.

Data acquisition problem and the process of entering the
probabilities

Assigning the probability tables in a risk map is not always an easy
task. The process requires expert knowledge or relevant statistical data,
well suited for decision making. Expert knowledge is especially needed in
a case where the existing data cannot be extended except for the
incorporation of expert knowledge.

Depending on a problem in question, one example of acquiring data
is given in (John et al, 2016) where they explain that audit reports from
maintenance departments framed in the probabilistic way can be a
valuable source.

When there are not enough data, purely subjective values can be
supplied and it is essential to make the most of what is given.

(Constantinou et al, 2016) focus their work on complex data
problems that come from poorly structured questionnaires and interviews
(with inevitable examples of repetitive, redundant and contradictory
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responses, different classes of data) and on how to transform them to be
useful for inclusion in BNs.

AgenaRisk provides a wealth of tools to make the task of entering
probability as easy as possible. It can be done manually through filling
the Node/Conditional Probability Table (NPTs/CPTs), using expressions
or through a process called “learn tables from spreadsheet”.

Since this is not the first time to run such a project in this particular
facility, but the first time to model it, the expert knowledge from people
who once were involved in the first project was now available (through
the interview process and data collection). This helped us to distinguish
between important and less important elements in the modeling process.

Also, to overcome the problem of information shortage, the model
was developed as a post-appraisal process of the project planning
phase, when we had enough information or feedback from the reality to
build it up.

After entering the NTP for the nodes, the initial probabilities are as in
Figure 3.

Donation level

0.006 | |
0.08 |
0.064 |

o

: f \ Left For ijlt-ml

| ) F——— | 0.064] IA
| 1 0032

| A\

0.048 |
0032 f’\
Donations / 001E
0.0 . X‘?

0.0
Low{ 5.531% e e S R
Medium {7 30.165% S EES zRESEB] | 5 5 5 5o
gggggg
High 64.303% Fa
Low{ 5%
PROJECT APPROVAL
Medium | 10% B FE
ow
High 85% I Fixed costs

Medium :l 28333%
High 68.843%

Figure 3 — Risk Map model with the initial probabilities for the NTF Policy
Puc. 3 — Kapma puckos ¢ uHuyuarnbHoUl 8eposimHOCMbHO
Cnuka 3 — Mana pu3uka ca uHuyujanHum eepogamHohama

For the use in the AgenaRisk software, the following variables are
created (with their abbreviations):
- Ranked nodes are: Lead nation donation (LND), Country donation
(CD), Donations (D), Feasibility Study (FS), and Project approval
(PA). This is important because, to be of any use to define the
Node Probability Table (NPT), the node type has to be Ranked.
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- Simulation node: Donation level, Left for Project, Fixed costs, and
Buy equipment, were the last two are constant (pre-defined
costs).

The NPT for the parent nodes can be generated manually (when
filling in the table, three states can be chosen: low, medium, high; the
software provides up to 5 states). For quantifying the strength of the
relationships among variables and for forming the CPT (for the child
node), a software option is used for entering the weight and partitioned
expressions for the parent nodes..

The use of the weight expression in the model is as follows:

- For the variable Donations where the variable LN has weighted
influence by 2:1 against the CD, and

- For the variable Project Approval where the variable FS has
weighted influence by 2:1 against the DL.

The use of the Partitioned expression for creating the NPT for the
variable Donation level is useful to create the NPT using different
expressions for each combination of the parent states. In our model, low,
medium and high statuses for the variable D were created using the
TNormal expression type with the mean, the variable and the bounds that
actually represent low, medium and high levels of donations.

Utilization of the utility nodes: Using the Arithmetic Expressions,
the variable LFP was created. The arithmetic value for this is: donation
level minus two constants. The constant is also a simulation node. The
constant can be used in a combination with the Arithmetic Expressions
for calculating another simulation node values.

The constant variable “Bye Equipment” refers to Capability
improvements costs (in logistic support, new process machines, etc.).
The constant variable “Fixed Costs” refers to Management and
contingency costs.

What is left, or the variable “Left for Project’, refers to Operational
costs for running projects, in this case for the delaboration activity.
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Running the model (case study)

One of the most powerful features of AgenaRisk is the ability to
compare different scenarios side by side. Models are used to generate
predictions about the variables LFP and PA in the case of different
donations from the variables CD and LN (these scenarios simulate
financial risk). The Feasibility study (FS) variable has a high value in both
scenarios:

- Scenario 1: CD and LN have donated a small amount of money.
This means that donators are not interested enough to support the
project.

- Scenario 2: CD and LN have donated a big amount of money. This
means that the project should have enough support for start and further
running.

The question is how these states influence the variables Project
approval, Donation level and Left for project (Table 3):

- Scenario 1: It is obvious that a smaller donation has a smaller
influence on decision makers whether to accept a project,
especially in the situation when project fixed costs reduce the
donation sum necessary for project approval (Project approval
(only 30% of high probability thanks to the variable FS with
weighted influence by 2.5:1.5 against the DL), Donation level
(55.9), and Left for project (5.9).

- Scenario 2: The situation is different in the case of a bigger
donation: Project approval (86% of high probability thanks to the
variable FS with weighted influence by 2.5:1.5 against the DL),
Donation level (135.5), and Left for project (84.5).

Table 3 — Data comparison after running both scenarios
Tabnuya 3 — CornocmasneHue 0aHHbIX 0C/e U3y4YeHUsi crydasi
Tabena 3 — lNopehere nolamaka HakoH cmyduje criy4aja

Scenario 1 Scenario 2

Small Big
Donation Level 55.961 135.54
Left for project 5.931 84.528
Donations 66.8% 89%
Project approval 30% 86%

A visualization of these scenarios is presented in Figures 4 and 5. In
Figure 6, the comparison of two scenarios is shown.
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Figure 6 — Comparing two data scenarios
Puc. 6 — CpasHeHue 08yx cueHapues
Cnuka 6 — lNopehere dsa cyeHapuja

Back propagation capabilities

Another very useful tool in using the AgenaRisk software is the
“back propagation” option, meaning that a value for the last variable in
the chain (or the child node) can be defined and after running the model,
the values for other variables in the chain (or for the parent nodes) are
obtained.

Now, let the probability of project approval be high (scenario 3), so
let us see which probabilities other variables need to have. The scenario
gives the threshold level, i.e. if we want to have 100% of project
approval, what would be the minimum level of donations and the
donations level?

Scenario 3 gives the important information of the threshold level for
donations in order to have the probability of project approval of 100%. In
real situations, this percentage and the donation level can be lower (other
variables have also their influences) and in that case the project can be
run in phases, meaning that the next phase can start when there is
enough money on the account. The threshold level is one of the
boundaries in the risk assessment process (the obtained values are
compared with this one), meaning that, in case there are lower values,
the new threshold value optimization process should be run again.
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Figure 7 — Risk Map model for “back-propagation” scenario 3
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Table 4 — Data after running scenario 3
Tabnuua 4 — lNony4yeHHble OaHHbIe M0 cUeHapuro 3
Tabena 4 — [JobujeHu nodayu 3a cuyeHapuo 3

Scenario 3
PA Big
Donation Level 126
Left for project 76
Donations 74%
Project approval 100%

As it is presented in Figure 7, the node FS has a significant influence
(with 100%) on our targeted node (Project approval). One reason is that
in this model, this node has twice as big impact as the other nodes, due
to a pure practical reason. In order to run a project of interest (in our case
it is a delaboration project), we need to have a facility/factory and there is
no better way to represent that idea in the model than through the
variable FS. In our case, the feasibility study shows that the project can
be run in the designated facility with all preconditions fulfilled: line for
demilitarization, quality system, environmental protection engaged,
operational health at high level, skilled workforce, adequate machines,
etc.
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Sensitivity analysis

A very useful tool to check the built model is to perform the
sensitivity analysis. Although there are different interpretations of the
meaning of this analysis ("What is important for model or system
development?", "What is important for calculated measures of
uncertainty?"), in this case, we tried to find out which nodes have the
greatest impact on the “targeted” node PA (Project approval). This is
important for a risk assessment process and also to see which
node/nodes to pay attention to.

The sensitivity analysis is presented through a tornado graph were
the bar length corresponds to the sensitivity which a paticular variable
has regarding the targeted variable. The largest bar appears at the top of
the graph (depicting the highest sensitivity).

The sensitivity analysis was done for the case scenario where all
variables already have their prior probabilities. A further interpretation
means that with “high probability” for the variable PA, the influence from
the variable FS ranges from 0.019 (when the FS has low probability) up
to 0.776 (when the PA has high probability). The same explantion is valid
for other variables. By comparing the influences of other variables, we
can conclude that almost every variable (in the state of its high value),
except constant variables, has a big infulence (ranging form 0.229 up to
0.799) on the FS to reach its high value (0.7) as well, meaning that, in the
risk assessment proces, each of them requires special attention, Figure
8.

For the purpose of this work and a further explanation of the power
of the sensitivity analysis, we have run the sensitivity analysis for case
scenario 2 (variables have “high” values) in order to define which variable
would have a big influence on the variable PA.

Figure 9 depicts quite well a real situation where the variable PA
depends on the amount of money collected — Donation level and Left for
project (amount of money needed to run it) - knowing that other
variables (CD and LN) already have “high”values. A high probability of
influence for the constant variable means that, as a representer of fixed
cost, this variable should be lower meaning that the variable LFP would
be higher enough for running the project (comparing to the treshold
level).

Knowing the sensitivity of some nodes to the targeted node, we
should try to estimate the states of these nodes with as much accuracy
as possible.
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Figure 8 — Sensistivity data when the variable FS has the highest value (other variables
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Figure 9 — Sensitivity anlaysis for case scenario 2
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Conclusions

One of the main ideas of this paper was not to rely only on
mathematical and statistical elements during risk assessment, but also to
incude modeling and reasoning procedures. This work gives its
contribution in several ways:

- Provides a risk assessment framework applicable during the
project planning phase in the ammunition delaboration process
that has not been used so far in similar projects.

- Presents how a simplified framework can provide valuable results
related to potential risk contributors.

- Introduces probabilities into the risk assessment process as an
advanced approach comparing to statistical data, through the
use of BBNs.

The proposed model has brought some innovative elements. The
Trust Fund Policy was studied from the risk management perspective.
The model itself presents a clear and visual risk map explaining how risk
emerges or how it is connected, thus providing a good base for a risk
identification process, including an optimization process through which
new data are incorporated in light of new evidence. Finally, the approved
project with its residual risk is a real picture of the risk profile. This risk
profile should be documented and carefully monitored.

Several scenarios were evaluated, some of them were not covered,
but those which were covered had a significant influence on the decision
making process and provided enough elements to make a right decision.
The evaluated scenarios are also risk indicators a lot of attention should
be paid to.

For performing all the aforementioned, we used most of the
advantages that the AgenaRisk software provides (Gadeberg &
Luedeling, nd):

- Models built using BBNs provide a real tool to update belief in
some uncertainty event when we observe new evidence about
the event (in our case, about new donations, feasibility study
beliefs, etc).

- One helpful feature of BBNs is the option to integrate expert
knowledge with data, which could prove to be a cost-effective
way to assess development projects.

- BBNs are well suited to address uncertainties about benefits and
costs due to their ability to work without precise numbers and to
incorporate expert knowledge.
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- Decision makers can use the BN framework by entering values
related to the project budget, impact and risks into the model.

The sensitivity analysis is another powerful tool of the applied
software which helps highlight the significancy of some variables. In this
paper, the sensitivity analysis was run to define which variables have the
greatest impact on the targeted variables, i.e which variable is of the
biggest interest for/in the presented problem (to make a decision about
the project approval). Decision makers can devise necessary schemes to
optimize the process or some operations within the process based on the
impact factors.

What can be a limitation in constructing a risk map, or, generally, in
risk definition, is that different experts consider risk at very different levels
of granularity and perspective. While risk can be an opportunity for
someone (stakeholders, risk responsibility authorities, etc), for others,
risk can be a cause, a consequence or a mitigation. This can have an
impact on how a risk map is to be constructed.

Another problem might be a case when someone is uncomfortable
with the reliance on expert assessments and the inclusion of cause-effect
relationships that have not been confirmed in controlled experiments. For
that reason, the presented model was made as a post-project appraisal
when we have enough data to incorporate in it.

As stated in (Fenton & Neil, 2013), special attention needs to be
paid in the process of decomposing a problem into classes of events and
relationships (with enough granularity to be meaningful and accurate
enough for the purpose required), states of variables and probabilities
that reflect our best knowledge (we have supposed that probabilities for
some variables are T-normal although real-life situations are different in
most cases).

For the purpose of defining positive and negative aspects of the
proposed model, we have also done a SWOT analysis where we
highlighted the following aspects of using BBNs and the AgenaRisk
software:

- Strength: visibility of the process through a graphical
interpretation, risk measurement using probability, defining
causal relationships, use of expert knowledge upon empirical
data in case of lack of data, defining uncertainty through the
probabilistic set of rules, possibility of using validation tools,
reasoning process in light of new evidence, possibility to develop
a model for a type of problems related to project planning.
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- Weaknesses: oversimplification of the model due to the limitation
of using the AgenaRisk Lite version, lack of historical data, using
knowledge of only one or two experts which can lead to
subjectivity, modeling this type of the problem for the first time,
and lack of experience with BBNs which can lead to
misunderstandings.

- Opportunities: growing interest in using BBNs can lead to
improved models, use of the full version of AgenRisk will provide
numerous options for modeling, use of recent advances in BBNs
(object oriented BNs, dynamic BNs, hybrid BNs, integrated BNs,
hybrid BNs, neural networks, (Marcot & Penman, 2019)), and
possibilities for expanding the model including other variables.

- Threats: low acceptance of this model in a wider community
(academic, public, political, etc.), and availability of only a full
AgenRisk version for purchasing.

For further work, a new model needs to be complex, to cover
different fields, and to be developed, if possible, in a new version
AgenaRisk 10.0. It is also necessary to depict the interactions between
organizational, human and technical factors/risks.
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METOLOIOr A AHAITM3A PUCKOB: NMPUMEHEHWVE
BAVMECOBCKNX CETEN BEPOATHOCTW B NPOEKTE
YTUNN3AUMN BOETPUMACOB

Crio6oda+ b. Man6alumy®, CmegbaH B. ﬂ)Kpr—I6

@ MuHncTepcTBo 060poHbLI Pecny6nvkn Cepbus, [lenapTaMmeHT MaTtepuasibHbIX
pecypcos, r. benrpag, Pecnybnuka Cepbus,
YHuBepcuTeT B I. Kparyesau, PakynbTeT MHXEHEPHbIX Hayk,
r. Kparyeeau, Pecny6nuka Cepbus

PYBPWUKA TrPHTW: 78.00.00 BOEHHOE OENO;
78.01.81 NamepeHus, KOHTPOMb 1 ynpaBreHne Ka4yeCTBOM.
McnbiTaHne 06pasLoB BOOPYXEHNS 1 BOEHHON TEXHWUKU
BWO CTATbW: o63opHas ctatbs
A3bIK CTATbW: aHrnunckuii

Pe3some:

Modenu, npedcmaesnsowue peasbHbie npPobrems! npu MPUHIMUU
peweHul, 3a4acmyto pykogeodcmeyrmcsi UCmopuYeCcKUMU OaHHbIMU.
HezamusHbili acniekm daHHbIX Modesiel 3aKrr4daemcsi 8 mMoM, Hmo
OHU He wmoaym npedycmompemb obcmosimeniscmea 8 b6ydywem,
KOMmopble OCHO8aHbl Ha pearlibHbIX cobbimusix U HO8bIX UCMOYHUKaXx
pucka. [ns npeodoneHuss amol npobrembl 8 0OaHHOU cmambe
npedcmasneH npouecc paspabomku pearnbHOU pPeduUKMUHOoU
modenu ¢ npumeHeHuem baliecogckol cemu eepossmHocmu U
npoepammHoz2o obecniedyeHuss AgenaRisk. baliecosckue cemu
8EPOSIMHOCMU  HanpsiMylo  ompaxarom  peasibHble  npobremsl
rnocpedcmeom epachudeckux Cmpykmyp, Komopble npedcmassisiom
He moJIbKO MOMOK UHGbopMauuu, HO U yCri08Hble ces3u. B kayecmse
meopemu4yeckoeo obocHosaHusi 8 OaHHoU pabome npusedeHa U
obbsicHeHa meopema balieca. [lpeumyujecmso ucrnonb308aHust
batiecosbix cemell 8eposIMHOCMU 8 Mpouecce MPUHSIMUsSI peweHud,
3aKrroyaemcesi 8 mMoM, 4mo 3mom rfpouecc rnpouseodumcsi 8 ,08yX
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HanpasneHusix“ (cHUsy eeepx u Haobopom), 4mo Oenaem €20
MowHelWwuM UHCmpymMeHmoM Onsi OUEHKU puckoe 8 rpouecce
npuHamus peweHul. B cmambe makxe npedcmasneHbl b6a3osble
MpuHYUnbl U 3HadyeHue baliecosbix cemel U UX [PUMEHEHUe 8
npouecce paspabomku rnpoekma no ymunusayuu 6oenpunacos
(ymurnu3auyus 3anacos ycmapeswux U HerpuaodHbix 6oernpunacos), 8
KOMOPOM OUEHKa pucKoe s8risslemcsi 00HOU U3 CroXHeluwux 3adad,
HernocpedCcmeeHHO enusilowWel Ha [PUHAMUE OKOHYamesibHO20
peweHusi 0 3arlycke rnpoekma. Hapsidy ¢ ebiwenepeqyucieHHbIMU
memoOdamu Orsi 060CHOBaHUST MPUHSAMUST OKOHYamesibHbIX peueHul
nposedeHsi: aHanus YyyecmeumernbHocmu u SWOT aHanus.

Knoyesble criosa: ycriogHasi eeposimHocmb, baliecosckasi cemb
86epOSIMHOCMU, OUEHKa PUCKO8, aHanus yyscmeumesnsHocmu, SWOT
aHasnus.

METOOONOIMJA 3A MPOLEHY PU3KKA: TPUMEHA BAJECOBUX
MPE>XXA BEPOBATHORE Y NMPOJEKTY OENTABOPALNJE
MYHULUWJE

Crio6odaH b. Man6awuh®, CmegbaH B. 'F>ypV|h6

@ MunncTapcTeo ogbpare Penybnvke Cpbuje, CekTop 3a MmaTepujanHe
pecypce, beorpag, Penybnuka Cpbuja,
YHuBepautet y Kparyjesuy, ®akynteT NHXeHepCKUX Hayka,
KparyjeBau, Penybnuka Cpbuja

OBNACT: meHaLIMeHT npojekTuma
BPCTA YJTAHKA: npernegHu pag
JESNK YJTAHKA: eHrneckm

Caxemak:

Modenu koju penpeseHmyjy pearnHe rfpobreme npunuKkoM OOHOWeHa
3aKkrbydYaka eehuHoM ce ocrnambajy Ha ucmopujcke nodamke. HezamueaH
acriekm osux Mmolena jecme Oa OHU He moey Oa ripedsude bydyha
Cmakba 3acHoB8aHa Ha MPEHYMHO MPUKYNIbEHUM riodayuma Kao U HO8UM
useopuma pusuka. [a 6u ce npeeasuwao oeaj npobrem, y pady je
npukasaH rpouec u3zpalHe peanHoz MnpedukmueHoe Modesa
kopuwher-em bajecosux mpexa seposamHohe u cogpmeepa AgenaRisk.
Bajecose mpexe eeposamHohe HajOupekmHuje perpeseHmyjy pearHe
npobrieme rnpeko epagbudke cmpykmype kKoja npedcmaerba )yCrioeHe
e8ese, a He caMo mokose UHopmayuja. PasgujeHu cy u cogpmeepu Koju
umajy anzopumme 3a padyHare yCri08HUX eeposamHoha. Kao
meopemcka ocHosa kopucmu ce bajecosa meopema Koja je makohe
objawrbeHa y osom pady. [pyza npedHocm kopuwhera bajecosux
Mpexa eeposamHohe jecme npouec 3akibyyugaka Koju ce Moxe
spwumu y ,0ba npasua” (000320 Hadosne u obpamHo), WMo 2a HYUHU
seoma MORHUM anamom Yy MPOUEHU pu3uKa U MPouecy 3akibydusarba.
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Takohe, y pady cy npuka3aHu OCHO8HU MPUHUUNU U npedHocmu rpumeHe
Bajecosux mpexa y npouecy npurnpeme npojekma Oenabopayuje
MyHUyuje (pewasarbe 6uWKOB8a U HerepcriekmusHe MyHuuuje y
cknaduwmuma). Y Hemy je rnpoueHa pusuka jedaH 00 3axmeeaHux
aKmueHOCMU Koju romayke y npouecy OOHowera KoHa4yHe 00ryKe 3a
roKpemarbe Unu Herokpemare rpojekma. AHanusa ocemrbugocmu U
SWOT aHanusa npumMeH-eHU Cy Kao KOPUCHU anamu 3a eanudauujy u
OOHOWEeH-€ KOHaYHUX 3aK/bydaka.

KmmyuyHe  peyu: ycrioeHa  eepoeamHoha, bajecose  mpexe
eeposamHohe, npoueHa pu3suka, aHanusza ocemsbugocmu, SWOT
aHarsnusa.
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