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In a recent paper (Momirovic, Bogdanovic, Wolf and Tenjovic, 1993) a
simple method jEOF the analysis of asymmetric relations between two sets of
vaniates was proposed. This method consists of the maximization of
covariance between linear composites of predictor and criterion variables
and the maximization of reliability of ﬂfe linear composite of critetion
variables under the condition that linear composite of predictor variables is
standardized, and the transformation vector for linear composite of criterion
variables is of unit norm. In the present paper another method for the
analysis of asymmetric relations between two sets 0[]; variates is proposed.
The proposed method is defined so that the reliability of a function of
criterion variates is maximized, and at the same time is maximized the
covariance between this function and a function of predictor variates, under
the conditions that the transformation vectors for both function are of unit
norm. The present method does not give the maximized correlation between
functions of predictor and criterion variates as gives the previous method,
but only the maximized covariance between them; however, in the present
method the regularity of covariance matrix of predictor variates is not a
necessary condition. A new standardized measure of the relations between
predictor and criterion variates is then derived, and a test of significance of
this measure is proposed.

Key words: prediction, reliability, canonical covariance analysis, robust
methods.
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Introduction

The problem of relation between two sets of quantitative variables can be
solved in many different, but mutually conected ways. The standard symmetric
approach is canonical correlation analysis (Hotelling, 1935; 1936), and the
standard asymmetric approach is multiple regression analysis (for some
possibilities and variations of this approach see, for example, Anderson, 1984).
A generalization of the first approach, canonical covariance analysis, was
proposed ten years ago (Momirovic, Dobric and Karaman, 1983; Dobric, 1986;
Momirovic, Radakovic and Dobric, 1988). Several different methods for the
asymmetric analysis of relations between two sets of quantitative variables were
proposed in the last fifteen years: redundancy analysis (Van Den Wollenberg,
1977), assymmetric canonical covariance analysis (Prot, Bosnar and Momirovic,
1983; Momirovic, Dobric and Karaman, 1984), and so-called stupid regression
analysis (Stalec and Momirovic, 1983; Dobric, Stalec and Momirovic, 1984;
Dobric and Momirovic, 1991).

In a recent paper an apparently new method for the analysis of asymmetric
relations between two sets of quantitative variables was proposed (Momirovic,
Bogdanovic, Wolf and Tenjovic, 1993). This method is defined so that the
reliability of a function of criterion variables is maximized, and simultaneously
is maximized the covariance between this function and a normalized functzion
of predictor variables. It was shown that the function of criterion variables was
just the first principal component of standardized criterion variables, and that
the function of predictor variables can be obtained by the normalized
projection of predictor variables to the eigenvector of correlation matrix of
criterion variables related to maximal eigenvalue of this matrix. An asymmetric
measure of the relations between predictor and criterion variables was derived,
and it was demonstrated that this measure was nothing else but the multiple
correlation between predictor variables and the most reliable linear
combination of criterion variables.

Although simple, elegant and efficient, the method proposed by
Momirovic, Bogdanovic, Wolf and Tenjovic has an undesirable property, at
least from the point of view of social science and biological science researchers.
The condition for the application of this method is the strict regularity of
correlation matrix of predictor variables, and therefore the method is highly
sensitive to nearly singular covariance matrices, and, indirectly, to the presence
of outliers. The aim of the method proposed in the present paper is to
overcome this drawback, retaining the main features of the method for the
analysis of the relation between predictors and the most predictable and
reliable criterion.

376



A Variation on the Theme of the Most Predictable and Reliable Criterion

Method and Algorithm

Letbe V= (V,; j=1,..,m,) asetof quantitative variables, selected in
accordance with some theoretical model from a universe U, of independent,
explanatory or predictor variables. Let be V, = (V;; j = 1, ..., m,) another set
of quantitative variables, selected in some way from a universe U, of dependent
or criterion variables. Let be E = (e;; i = 1, ..., n) a set of objects, individuals
or general entities, selected randomly from a homogenous population P.

Let be

t
Z=Ee Vp| E(2) =0, diag (Z Z) =1

a matrix, in the standard normal form, obtained by the description of £ on
V,, and let be

Z=EeV|E(Z)=0diagZ Z) =1

another matrix, in standard normal form also, obtained by the description
of E on V.. Because the column vectors from Z, and Z_ are normalized,

R = Z Z

pp p p

and
ccC C C

will be the intercorrelation matrices of variables from V), and V.,
respectively, and
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will be the cross-correlation matrix between variables from V, and V...

The proposed method for the analysis of asymmetric relations between V,
and V, in R" space defined by E consists in the solution of the following
problem:

Z.x =k |o*=k 'k =x ‘Rgx = max
g 'k =y 'R.x = max

c
x 'x
t
y'y

with x an unknown m, - dimensional vector of unit norm, and y an
unknown m, - dimensional vector of unit norm also.

Maximization of o2, the variance of the linear combination k of variables
from V. is equivalent to the maximization of reliability of this linear
combination, because the reliability of any linear combination of a set of
standardized variables, obtained through a vector of unit length, is equal (see,

for example, Cronbach, Glasser, Nanda nad Rajaratnam, 1972 or Kaiser and
Caffrey, 1965) to

o=m/(m-1))(1-07

with m number of variables used to build the linear combination, in our
casem = m.,.

Maximization of c, the covariance of linear combinations k and g, is
actually the maximization of a natural measure of association between two
composite variables (some notes on the importance of covariance between
linear combinations of variables can be found in several papers concerning the
canonical covariance analysis and related techniques, for example in
Momirovic, Dobric and Karaman, 1983; Dobric, Stalec and Momirovic, 1984;
Stalec and Momirovic, 1984; Prot, Bosnar and Momirovic, 1983; Momirovic,
Dobric and Karaman, 1984; Dobric, 1986 etc.).

The problem of maximization of o> and c can be easily solved by
successive maximization of o2, and then of c.

The first function to be maximized is
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f(x, 1)

or- A(xx - 1)
X 'Rex - Mxx - 1),

with A some unknown Lagrangeian multiplier.

Derivation of this function with respect to x gives

0f(x,A) / 0x = 2R.x - 2%\

From this

R.x = xA
so that the desired solution is simply the solution of eigenproblem
R.x = xA

or, stated in another way,

R -AI) = O
and

c? = A\

Therefore, as in the previous method (Momirovic, Bogdanovic, Wolf and

Tenjovic, 1993) k is simply the first principal component of standardized
criterion variables contained in V.

The derivation of second function gives, however, substantially different
result. The second function to be maximized is

fy,n) =c-%n@y'y-1)

y tI{pcx - % ‘”I(yty - 1)

with % m an unknown Lagrangeian multiplier.

Derivation of this function with respect to y, because x is already known,
gives

0 f(y,m) / 0y = Ryx -yn.
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From this
Ry x -y
so that unknown vector y is simply
Y = M RpeXs
value of n can be derived from
I =y'Yy=nxTR,Rexn!
=1 = x R, R x

Therefore, the solution for g is similar to the solution of problem of so-
called stupid regression analysis (Stalec and Momirovic, 1983; Dobric, Stalec
and Momirovic, 1984; Dobric and Momirovic, 1991), with the difference that
criterion variable is, actually, the linear combination of a set of criterion
variables with maximum reliability.

Now, the covariance between k and g is

c = yRyx

n'x R, R x
= rl,

equal to the double value of Lagrangeian multiplier for the maximization
of the second function.

The variance of k is, of course,
or=k'k =x 'Ry.x = A
The variance of g is
v =g'g=y 'R,y
= n'x 'R, R, R x 7
Note that inverse of R,, das not exist in either solution.

A standardized measure of association between k and g is now
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b = n}\‘-l/ZV -1

and is analogous to the so-called stupid multiple coefficient of correlation
(Stalec and Momirovic, 1983).

Finally, note that ¢ was not directly maximized; only A and n were
subject to maximization. Therefore, ¢ behaves as a simple product - moment
coefficient of correlation, so that the test of hypothesis H, : ¢* = 0 is

f=¢((n-2)/(1-¢));

As it is well known, f is, approximately, distributed as Fisher - Snedecor f
functionwith df, = 1 and df, = n - 2 degrees of freedom.

Recognition of the content of variables k and g can be based on the
elements of transformation vectors x and Yy, and on the basis of structure
vectors

and

The proposed method can be applied, concurrently, with the method
proposed in the paper of Momirovic, Bogdanovic, Wolf and Tenjovic (1993), or
as a robust method for the analysis of relations between a set of predictor and a
set of criterion variables in the case when all the requirements for the analysis
of relations based on regular data sets are not fulfilled.
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Program

In order to facilitate the application of the proposed method for a wide set
of users, a program is written in GENSTAT, Version 4.4 B. On the basis of this
program and, of course, of the algorithm described in the previous section,
another program can be easily written in any other programming language.

"MACRO~ MWTB $
" WRITTEN BY
K. MOMIROVIC AND B. WOLF
AT
NOVEMBAR 7, 1992

IMPLEMENTED BY
L. TENJOVIC

FUNCTION
ROBUST ANALYSIS OF ASYMMETRIC RELATIONS
BETWEEN TWO SETS OF QUANTITATIVE VARIABLES
UNDER THE MODEL OF THE MOST PREDICTABLE AND
RELIABLE CRITERION.

DOCUMENTATION
K. MOMIROVIC, B. WOLF, L. TENJOVIC, M. BOGDANOVIC,
(1993):
A VARIATION ON THE THEME OF THE MOST
PREDICTABLE AND RELIABLE CRITERION.
TECHNICAL REPORT, FACULTY OF ARTS, UNIVERSITY
OF BELGRADE.

REQUIREMENTS

REFERENCE OR SOME OTHER MACRO PROGRAM

MUST TRANSFER TO THIS MACRO:

(1) TWO VARIATE STRUCTURES, UNDER THE NAMES V1
AND V2, WITH DATA. PREDICTOR SET OF VARIATES
MUST BE IN THE STRUCTURE V1, AND CRITERION
SET OF VARIATES IN THE STRUCTURE V2.

(2) TWO POINTER STRUCTURES, UNDER THE NAMES P1
AND P2, WITH VARIATE NAMES. THE NAMES OF
PREDICTOR VARIATES MUST BE IN THE
STRUCTURE P1, AND THE NAMES OF CRITERION
VARIATES IN THE STRUCTURE P2.

(3) ASCALAR, N, WITH THE NUMBER OF ENTITIES.

WARNING
THE DATA STRUCTURES MUST BE CONFORMED.
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‘START”
SECTION O.
DECLARATION OF DATA STRUSTURES.

‘LOCAL C,R,R11,R22,R12, M, X, Y, G, H, ETA, RHO, LAMBDA,

’ SIGMA, F, DF, Q, V, P, H1, H2, H3, H4, H5, H6, M1, M2,
ALPHA, W

"VARL" V=VL V2,

‘POIN” P =P1,P2

‘DSSP° C$ V

‘SCAL”  ETA, RHO, SIGMA, F, DF, Q, M1, M2, ALPHA, W

‘MATR® RI12 § P1,P2

‘MATR" X,G $ P1,1

‘MATR”  Y,H $ P2,1

‘SYMM~ RI1 § P1

‘SYMM®~ R22,M § P2

‘DIAG"  LAMBDA $ 1

"HEAD" HIl = "CORRELATIONS OF PREDICTOR VARIABLES'

"HEAD”~ H2 = "CORRELATIONS OF CRITERION VARIABLES"

"HEAD® H3 = "CROSS CORRELATIONS BETWEEN
PREDICTOR AND CRITERION VARIABLES"

"HEAD" H4 = "PSEUDOCANONICAL CORRELATION
BETWEEN PREDICTOR AND CRITERION VARIABLES
(RHO), STANDARD ERROR OF PREDICTION (SIGMA),
THE SIGNIFICANCE OF RHO (Q) AND THE
RELIABILITY OF CRITERION (ALPHA)"

"HEAD” HS5 = "VECTOR OF WEIGHTS (X) AND THE
STRUCTURE VECTOR (G) OF THE PREDICTOR
VARIABLES"

"HEAD”~ H6 = "VECTOR OF WEIGHTS (Y) AND THE
STRUCTURE VECTOR (H) OF THE CRITERION
VARIABLES"

SECTION 1.
ALGORITHM.

‘CALC° M1, M2 = NVAL (P1, P2)
‘CALC° DF = N-2.0

*SSP” C

‘“CALC° R = CORMAT (C)

‘CALC”  RI1, R12,R22 = SUBMAT (R)
‘CALC° M = TPDT (R12; R12)

‘LRV"  R22; Y, LAMBDA, SIGMA
‘DEVA"  SIGMA
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‘CALC°  ALPHA = (M2/(M2-1.0))* (1.0 - 1.0/LAMBDA)
‘CALC°  LAMBDA 'SQRT (LAMBDA)
‘CALC” ETA = TPDT (Y; PDT (M;Y))
‘CALC"  ETA = SQRT (ETA)
‘CALC° X = PDT (RI2;Y)
‘CALC" X = X/ETA
‘“CALC" W = TPDT (X; PDT (R11;X))
‘CALC" W = 1.0/SQRT (W)
‘CALC° G = PDT (R11; X)
‘CALC° G = G*W
‘CALC°  H = Y*LAMBDA
‘CALC°  RHO = ETA*W/LAMBDA
‘CALC° F = (RHO*RHO) * (DF/M1)
‘CALC° Q = PRBF (F; 1.0;DF)
‘“CALC"  SIGMA = SQRT (1.0 - RHO*RHO)
SECTION 2.
PRINTED OUTPUT.
"PAGE’
‘LINE” 20
‘CAPT" "
ROBUST ANALYSIS OF ASYMMETRIC RELATIONS
BETWEEN TWO SETS OF VARIATES UNDER THE
MODEL OF THE MOST PREDICTABLE AND RELIABLE
CRITERION
‘LINE* 6
‘CAPT” "NUMBER OF ENTITIES "
‘PRIN" N $16.0
‘LINE” 4
‘CAPT” "NUMBER OF VARIABLES IN THE PREDICTOR SET "
‘PRIN° M1 $ 16.0
‘LINE” 4
‘CAPT”  "NUMBER OF VARIABLES IN THE CRITERION SET "
‘PRIN" M2 $ 16.0
"PAGE’
‘LINE” 2
‘PRIN"  HI
‘LINE” 2
‘PRIN/P RI1 § 9.3
"PAGE’

"LINE”
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"PRIN” H2

"LINE” 2

"PRIN/P  R22§9.3
"PAGE”

"LINE” 2

“"PRIN” H3

"LINE” 2

‘PRIN/P  R12$9.3
"PAGE’

"LINE” 20

"PRIN” H4

"LINE” 2

“PRIN/S” RHO, SIGMA, Q, ALPHA §$ 12.3
"PAGE’

"LINE” 2

"PRIN” H5

"LINE” 2

‘PRIN/P  X,G §$ 123
"PAGE~

"LINE” 2

“"PRIN” Ho6

"LINE” 2

"PRIN” Y,H $ 123
"PAGE’

END OF MACRO MWTB

n

"ENDMACRO/LOCAL = DESTROY"
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VARIJACIJA NA TEMU NAJPREDIKTIVNIJEG
I NAJPOUZDANIJEG KRITERIJUMA

Konstantin Momirovi¢, Boris Wolf,
Lazar Tenjovi¢, Milivoje Bogdanovi¢

U jednom novijem radu (Momirovi¢, Bogdanovi¢, Wolf i Tenjovi¢, 1993.)
predloZzen je noviji metod za analizu asimetrickog odnosa izmedu dva seta
varijata. Ovaj metod se sastoji od maksimizovanja kovarijance izmedu lineranih
kompozita prediktivne i kriterijum varijable i maksimizovanja pouzdanosti
linearnih kompozita kriterijum varijable, pod uslovom da je linearni kompozit
prediktivne varijable standardizovan i da je transformacioni vektor za linearni
kompozit kriterijum varijable jediniéno normiran. U ovom radu je predloZen
jo§ jedan metod za analizu asimetricne relacije izmedju dva seta varijata.
PredloZzen metod je definisan tako da se istovremeno maksimizuje pouzdanost
funkcije kriterijumskih varijata i kovarijanca izmedu te funkcije i funkcije
prediktivnih varijata, pod uslovom da su transformacijski vektori za obe
funkcije jediniéno normirani. Ovaj metod, za razliku od prethodnog, ne daje
maksimizovanu korelaciju izmedu funkcija prediktivnih i kriterijum varijata.
On daje samo maksimizovanu kovarijancu izmedu njih; medutim, u ovom
metodu pravilnost kovarijantne matrice prediktivnih varijata nije neophodni
uslov. Zatim se izvodi nova standarizovana mera odnosa izmedu prediktivnih i
kriterijum varijata i predloZen je test za proveru znacajnosti ove mere.

Kljucne reci: predikcija, pouzdanost, kanoni¢na analiza kovarijance, grubi
metodi.

BAPUALIMS HAJT TEMOW CAMOT'O ITPEJIUKTABUIIBHOI'O 1
CAMOI'O HAJEXKHOI'O KPUTEPU A

Koncrantun Momuposuy, bopuc Bonbsd,
JTazap TenvboBuu, Munusoe borganosuu

B ofHolt n3 6onee HOBBIX paboT (Momuposud, bornanosud, Bonsd u
TenboBuy, 1993-pro ropga) mpemyioskeH 0oJjiee HOBBIN METON ISl aHaln3a
aCHUMMETPUYECKOT0 OTHOUIEHUSI MEXKAY ABYMSI KOMIIJIEKTaMH BapuaTOB. DTOT
METOJl CacTOMT W3 MAaKCHMHUPOBAHMS KOBAapUAHChl MEXAY JIMHEHHBIMU
KOMIIO3UTAMHU MPEAUKATUBHON BapualOibl U Bapualibl KPUTEPHUs, a TaKXKe
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MaKCHMUPOBAaHMS HAJIE3KHOCTH JIMHEHHBIX KOMIIO3UTOB Bapuabibl KpUTepus,
pU  YCIAOBUM YTO JIMHEWHBIA KOMIIO3UT NPEAUKTUBHON BapualIibl
CTaHJapTU3UPOBAH M YTO TPaHC(POPMALUOHHBIA BEKTOp [Jsl JIMHEHHOrO
KOMIIO3UTa BapualiIbl KpUTEPHS SIBISIETCS] ETUHIYHO HOPMUPOBaHbIM. B 3101
paboTe TpemIOXeH elle OfWH METOJ aHaju3a acuMMETPHYECKOro
OTHOLLUEHHUSI MEXAY ABYMsSI KOMIUIEKTaMM BapuaToB. IlpemyioxeHblil MeTopn
OTIpefieNIeH TaKuM CIocOO0M, YTO OfHOBPEMEHHO MaKCUMUPYETCS HaJe>KHOCTh
(pyHKIIMM BapuaTOB KPUTEpHUs U KOBapuaHC MeXKAy Toil (yHKUued un
(pyHKUMEN NIPEAUKTUBHBIX BApUATOB, IIPU YCIOBUU YTO TPaHC(OpMalMOHHbIE
BEKTOPBI I 00enx (PYHKIUN SBSUTIOTCS €IWHUYHO HOPMHUPOBAaHBIM. DTOT
METOJl, B pa3iu4re OT MPEAbIAYIIero, He JaeT MaKCUMUPOBaHYIO KOPPESIHUIO
MeXy (PYHKIMSIMH NPEAUKTUBHBIX BapuaToOB U BapuaToB Kpurepus. OH faer
TOJIBKO MAaKCHMHUPOBAHYIO KOBAPHMAHCY MEXAY HHUMH; MEXAy TEM, B 3TOM
METOJie IPUBUIILHOCTh KOBAPUAHTHON MaTpPHILbl IPEAUKTUBHBIX BApUATOB HE
ABXJISIETCA HGO6XOJII/IMBIM YCIIOBUEM. IToTom BBIBOUTCA HOBas CTaHNapPTU3U-
poOBaHasi Mepa OTHOILIEHUN MeX/y NPeUKTUBHBIMU BapuaTaMy U BapuaTaMu
KpUTEpUs, a TakXe NPEJIOKEeH TECT M MPOBEPKU 3HAUYUTEIBHOCTH 3THX
Mep.

KnrouyeBble cnoBa: NpeguKIys, HaJeXXHOCTb, KaHOHMYECKMH aHau3
KOBapHaHChl, TPyOble METO/BI.
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