The Relationship Between Banks’ Credit Activity and Economic Growth: An Empirical Research for the Republic of Serbia

Abstract: The subject matter of the research study conducted in this paper is the interactive relationship between banks’ credit activity and economic growth. In connection with that, the paper is aimed at examining the existence and direction of the cause and effect relationship between the credit activity of the banking sector and the overall economic activity in the Republic of Serbia. The quarterly data related to the period from 2003 to 2019 were collected for the purposes of the research. The share of the loans granted to enterprises in the GDP and the share of the loans granted to households in the GDP are used as the indicators of the credit activity in the study, whereas the real GDP growth rate is determined as the indicator of economic growth. Given the fact that the observed time series are of the different order of integration, the analysis is conducted within the VAR model by applying the Toda-Yamamoto procedure of the Granger causality test. The results of the research show a significant unidirectional causal relationship according to Granger, which starts from the direction of banks’ credit activity towards economic growth. The results of the conducted research study can be useful to the makers of the economic policy and the creators of a strategy for the development of the national economy.
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1. Introduction

For centuries now, the basic services rendered by commercial banks have included receiving deposits from clients and approving loans to businesses and households. In addition to the basic jobs, the largest number of banks perform payment turnover services, issuing guarantees, exchange office jobs, the jobs related to foreign trade transactions and many other jobs. Regardless of the number and quality of the services provided, the common characteristic of all traditional commercial banks implies that their deposits are the basic funding resources and approved loans are the most important item of their assets.

The banking sector of the Republic of Serbia is the dominant form of financial intermediation and the most important source of the satisfaction of demand for financial resources. In addition, the financial sector, especially so the banking sector, is one of the most successfully reformed parts of the Serbian economy. Namely, one decade after the beginning of the reformation of the Serbian
economic sector of the Republic of Serbia, the banking sector received a meaningful role in the financial system at the beginning of the 21st century. The ownership transformation of banks was carried out, the range of banking products and services was expanded, a more modern, technically equipped manner of operation was established, accompanied by a simultaneous increase in the efficiency of business doing. The strengthening of the deposit potential has enabled a credit expansion, especially in the field of lending to the household sector. Hence, the growing credit activity of banks in the Republic of Serbia over the past two decades has opened up room for questioning whether economic growth is the cause or the consequence of the development of the banking sector. In this regard, this research study is aimed at examining the existence and direction of the cause-and-effect relationship between the credit activity of the banking sector and economic growth on the example of the Republic of Serbia.

The empirical analyses in the above-mentioned context have been conducted on the examples of numerous countries (either individually or as a group), by including different research periods and using different methods and techniques. Due to a pronounced variety originating from different foundations, the different results of the conducted studies regarding the examined causality have been generated. Generally observed, the literature does not provide a consensus on whether the credit activity is the driver of economic growth or the expansion of the real sector causes the intensification of the credit activity or, yet, it is about bidirectional causality.

The evidence of the causality between banks’ credit activity and economic growth, primarily in the case of transition countries, can help the makers of the economic policy to determine priority areas in the reform process (Levin, 1998) and the further development of the banking sector. Also, the results of the causal relationship study provide the makers of the economic policy with the useful information necessary to (re)define economic growth and development strategies (Calderón & Liu, 2003).

Beside the Introduction and the Conclusion, the paper is structured into three more parts. In the first part of the paper, a literature review relevant for the research problem area is given. The second part of the paper deals with the research methodology. In the third part, the obtained results of the empirical research and a discussion of the results are presented.
2. Literature Review

In recent years, the credit activity of banks and its causal relationships with economic growth have been the focus of numerous research studies. King and Levine (1993a; 1993b) were among the first to analyze the correlation between the size indicators and the financial intermediation activities of banks and the rate of economic growth. Their main conclusion implied the existence of a positive, statistically significant partial correlation between the number of the indicators of the development of the banking sector and the annual growth rate of the real GDP per capita. Credit growth was found to have had a significant impact on economic growth in a total of 31 emerging market economies (Garcia-Escribano & Han, 2015). The unidirectional causal relationship starting from the private sector’s credits towards economic growth in Visegrad countries (Gural & Lomachynska, 2017), Macedonia (Kabashi & Suleva, 2016), Romania (Duican & Pop, 2015), Ireland (Kelly et al., 2013), Kenya (Iqbal et al., 2012) and Lithuania (Ramauskas, 2005) was also empirically confirmed. On the other hand, numerous empirical research studies have determined unidirectional causality from the direction of economic growth towards the credits approved by commercial banks. In connection with that, the leading influence of economic growth on banks’ credit activity was established in Palestine (Awad & Al Karaki, 2019), Russia (Ono, 2017), Pakistan (Mushtaq, 2016) and China (Liang & Teng, 2006), whereas the bidirectional causal relationship was detected in Poland (Škare & al., 2019).

By applying the generalized method of moments to panel data, Zeqiraj et al. (2020) determined the positive and significant influence of the banking sector performance on economic growth in a total of 13 Southeastern European countries in the period from 2000 to 2015. The hypothesis implying the existence of a positive relationship between the loans granted to the private sector and economic growth, although the relationship disappeared during the hyperinflationary period, was confirmed by Cojocaru et al. (2011) on a sample of the former socialist countries of Central and East Europe and the Community of Independent States. This confirmed the fact pointed out by Rousseau and Wachtel (2002), according to whom the effect of lending is positive and significant only if inflation is below 5-6%. When the inflation rate exceeds 15-25%, financial deepening no longer leads to economic growth.

Examining the connectedness between economic growth and domestic bank loans on a sample of 58 developed countries and developing countries during the period from 1970 to 2010, Gozgor (2015) found the statistically significant unidirectional causality that goes from domestic bank loans towards economic growth in seven developing countries. On the other hand, the author found that
the presence of unidirectional causality from economic growth towards domestic bank loans in five developed economies and in 10 developing economies. On the example of the Baltic states, Lakištutienė and Barkauskaitė (2016) found that there was a moderate positive linear relationship between the credit activity and economic growth, where stronger dependence was present between household loans and the GDP than between loans to nonfinancial corporations and the GDP. Also, the Granger causality test showed that, in Latvia, it was possible to use data from the GDP to forecast the extent of loans to households and nonfinancial corporations. Exploring the relationship between bank loans and the macroeconomic variables such as inflation and economic growth for the 10 selected European countries in the period from 2006 to 2012, Korkmaz (2015) analyzed panel data and found that domestic loans had no impact on inflation, but they did have an impact on economic growth. On the example of Tunisia, it was proven that the domestic loans granted to the private sector had a positive effect on economic growth in the long run, only mentioning the fact that financial instability could jeopardize economic growth in the short run (Jedidia et al., 2014).

By applying the generalized method of moments to panel data on a sample of 16 transition countries from Central and Southeast Europe, the negative connectedness between the loans approved in favor of the private sector and economic growth was found (Petkovski & Kjosevski, 2014). Also, the negative impact of bank loans on economic growth was demonstrated in the 14 countries of Central, East and Southeast Europe during the period between 1995 and 2015 (Iwanicz-Drozdowska et al., 2019). The negative influence of bank loans to economic growth was also found on the example of the countries of the European Union (EU-27) for the period from 1990 to 2010 (Leitão, 2012). The analysis carried out on a sample of 25 transition countries conducted by Koivu (2002) showed that the growth of the amount of the bank loans granted to the private sector did not accelerate economic growth. Numerous bank crisis and weak budgetary limitations in the majority of the transition countries were mentioned as the main reasons for such an outcome. Because of these specifics, credit growth has not always been sustainable and, in some cases, has contributed to a decline in the rate of economic growth. The fact that the development of the financial intermediation of banks could not be brought into connection with economic growth was also confirmed on the example of the selected Southeast European countries (Mehl et al., 2005).

For the reason of the foregoing, it can be noted that it is not possible to unilaterally determine the nature and direction of cause and effect relationships between the credit activity of commercial banks and economic growth. Eggoh and Villieu (2014) point to the fact that the outcome of an analysis is influenced
by a larger number of factors, such as the selected countries, the time period under consideration and the indicators used in the analysis. It is also necessary to take into account the fact that each country implements its own specific economic policy, the results of the taken measures simultaneously depending upon the efficiency of the institutions implementing them (Demetriades & Hussein, 1996).

Taking into consideration the previously conducted studies, as well as the goal of this study, the following research hypotheses were formulated:

H1: The credit activity of banks causes economic growth, *ceteris paribus*.

H2: Economic growth causes the credit activity of banks, *ceteris paribus*.

H3: There is a bidirectional causal relationship between the credit activity of banks and economic growth, *ceteris paribus*.

H4: The credit activity of banks and economic growth are not causally related, *ceteris paribus*.

### 3. Data and Research Methodology

The credit activity of banks observed as variations in the extent of loans (Lakšutienė & Barkauskaitė, 2016) can be traced by using several indicators. In the selection of adequate indicators, among other things, the assumption that the loans approved to the private sector by commercial banks contribute to increased investment and productivity to a much greater extent than the loans approved to the public sector can be the starting point. Loans to the private sector are also considered to be approved under stricter conditions and the improvement of the quality of investment is considered to be derived from an assessment of financial intermediaries’ justification for a project (Levine & Zervos, 1998; Levine, 1998). Bearing in mind a research study by Beck et al. (2008), separate indicators were included in the analysis in this paper: the share of the bank loans approved to private enterprises in the nominal GDP and the share of the bank loans approved to households in the nominal GDP. The nominal values of these indicators were reduced to the real by using consumer price indices.

In empirical analyses, it is common to use the growth rate of the real GDP per capita as the indicator of economic growth. However, since there is no available statistical record of this indicator at the quarterly level, the growth rate of the real GDP was used as an alternative indicator (the previous quarter = 100).
The analysis in this paper includes the time series data for the aforementioned indicators which, in the case of the Republic of Serbia, are available for the period from the first quarter of 2003 all through to the fourth quarter of 2019. The data on the monetary variables were taken from the Database of the National Bank of Serbia (National Bank of Serbia, 2020), while the data pertaining to the nominal GDP and the real GDP growth rates were taken from the database of the Statistical Office of the Republic of Serbia (Statistical Office of the Republic of Serbia, 2020). The analysis of the data was performed by means of the EViews 9 econometric software. An overview and a short description of the variables used in the estimations are given in Table 1 below.

Vector Autoregression (VAR) was used to model the linear interdependence between the credit activity of commercial banks and economic growth. The VAR model is a convenient framework which can be presented by appropriate equations relating to the dependency of each variable of its own and the lags of other variables (Jovičić & Dragutinović Mitrović, 2011). More precisely, the VAR model in our case is the basis for testing the cause-and-effect relationship between the credit activity of the banking sector and economic growth.

In econometrics, the causality concept is interpreted in the Granger sense. According to Granger (1969), X causes Y (X→Y) if the values of the variable Y in a future period can be predicted based upon the known values of the variable X in a previous period, *ceteris paribus*. In this regard, causality in the Granger sense means that the variable X is the leading indicator for the variable Y.

The Granger test of the cause of the two stationary variables \( y_t \) and \( x_t \) involves the evaluation of the VAR model in the following form:

\[
Y_t = a_0 + a_1 Y_{t-1} + \ldots + a_p Y_{t-p} + b_1 X_{t-1} + \ldots + b_p X_{t-p} + e_t \quad (1a)
\]

\[
X_t = c_0 + c_1 X_{t-1} + \ldots + c_p X_{t-p} + d_1 Y_{t-1} + \ldots + d_p Y_{t-p} + e_t \quad (1b)
\]

Table 1. The variables considered in the analysis

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECON(t)</td>
<td>The real GDP growth rate</td>
</tr>
<tr>
<td>CREDE(t)</td>
<td>The bank credit approved to a private enterprises (%GDP)</td>
</tr>
<tr>
<td>CREDH(t)</td>
<td>The bank credit approved to a household (%GDP)</td>
</tr>
</tbody>
</table>

\( t = \) the period from 2003Q1 to 2019Q4

Source: Authors
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In empirical analysis, it is often the case that a group of macroeconomic variables are characterized by a mixed order of integration. Hence, the analysis in this paper is conducted by means of a modified technique of the conventional Granger causality test. Specifically, the examination of the causation between the credit activity of banks and the economic growth rate was conducted by the implementation of the Toda-Yamamoto procedures of the Granger causality test (Toda & Yamamoto, 1995). Unlike the conventional Granger causality test, the Toda-Yamamoto causality test method implies the estimation of the VAR model extended by additional lags, whose number is determined by the maximum order of the integration of the time series whose causality is tested.

To determine the existence of the causal link between the time series, the analysis began with the examination of the nature of the time series in terms of their (non)stationarity. To test the stationarity of the time series of the considered variables, the Augmented Dickey-Fuller (ADF) unit root test (Dickey & Fuller, 1981) was used. More specifically, the autoregressive equation of the following form was evaluated:

\[
\Delta X_t = \delta_0 + \delta_1 t + \delta_2 X_{t-1} + \sum_{i=1}^{m} \alpha_i \Delta X_{t-i} + \varepsilon_t
\]

(2)

where: \(X_t\) is the variable of interest \(\text{ECON}_t, \text{CREDE}_t, \text{CREDH}_t\); \(t\) is the time trend; \(\varepsilon_t\) is the model error with white noise qualities; \(\delta_0, \delta_1, \delta_2, \alpha_i\) are a set of the parameters to be evaluated. Based on Equation (2), the zero hypothesis that says a time series has a unit root was tested. \(H_0: \delta_2 = 0\), as opposed to the alternative, saying that a time series does not have a unit root, i.e. \(H_1: \delta_2 < 0\). The alternative hypothesis, according to which a time series is stationary, is accepted for the sufficiently low value of the test statistics, i.e. the negative value that is high enough in the absolute height. The test was done by MacKinnon (1996) test statistics at the 1%, 5% and 10% significance levels.

After the examination and determination of the order of integration, it is necessary to estimate the VAR model with the aim of selecting the optimal number of lags that will be applied in the model. It is then necessary to specify the expanded VAR model of the order \(p+d_{\text{max}}\) in levels, which in a general case it can be recorded as follows for the two variables:

\[
Y_t = a_0 + \sum_{i=1}^{p} a_{1i} Y_{t-i} + \sum_{i=p+1}^{p+d_{\text{max}}} a_{2i} Y_{t-i} + \sum_{i=1}^{p} b_{1i} X_{t-i} + \sum_{i=p+1}^{p+d_{\text{max}}} b_{2i} X_{t-i} + \varepsilon_t
\]

(3a)
\[ X_t = c_0 + \sum_{i=1}^{p} c_1 X_{t-i} + \sum_{i=p+1}^{p+d_{\text{max}}} c_2 i X_{t-i} + \sum_{i=1}^{p} d_1 Y_{t-i} + \sum_{i=p+1}^{p+d_{\text{max}}} d_2 i Y_{t-i} + e_{X_t} \]  

(3b)

where \( Y_t \) and \( X_t \) are the variables; \( a, b, c \) and \( d \) are the coefficients; \( e_{Y_t} \) and \( e_{X_t} \) are the error terms; \( p \) is the optimal lag length, and \( d_{\text{max}} \) is the highest order of the integration of the variables.

The Wald test, also known as the Modified Wald (MWald), was then applied to test the significance of the VAR\((p+d_{\text{max}})\) parameters. Namely, based upon Equation (3a), the null hypothesis “(in the Granger sense) \( X_t \) does not cause \( Y_t \), i.e. \( H_0: b_1 = 0 \), was tested against the alternative hypothesis “(in the Granger sense) \( X_t \) causes \( Y_t \), i.e. \( H_1: b_1 \neq 0 \), \( i = 1...p \). Similarly, the null hypothesis “(in the Granger sense) \( Y_t \) does not cause \( X_t \), i.e. \( H_0: d_1 = 0 \), was tested from Equation (3b) against the alternative hypothesis “(in the Granger sense) \( Y_t \) causes \( X_t \), i.e. \( H_1: d_1 \neq 0 \), \( i = 1...p \). The MWald test was applied to the first \( p \) coefficients of the matrix of the model. The coefficients of the last \( d_{\text{max}} \) parameters of the matrix of the model are considered to be equal to zero. In that case, the statistics of the MWald test asymptotically follow the \( \lambda^2 \) distribution. As such, the Wald test statistics are valid, no matter which variables are in question: \( I(0) \), \( I(1) \) or \( I(2) \), on condition that the order of the integration of the variables does not exceed the determined number of lags in a given model (Toda & Yamamoto, 1995). While testing the Granger causality, the efficiency of the MWald test increases if Seemingly Unrelated Regression Equations (SURE) are used to rate the model (Rambaldi & Doran, 1996).

4. Results and Discussion

To remove seasonal impacts on variables, the time series de-seasoning procedure was conducted by using the X-12 ARIMA methods. The values of the time series were then transformed into a logarithmic shape, except for the ECON time series that had negative values in its structure. In the next step, the presence of the unit root in the observed time series was tested, which was done on a model basis, with the constant and the trend included, and the model, when only the constant was included. The results of the ADF test of the unit root presented in Table 2 indicate the fact that the ECON time series is stationary in the levels. The remaining two time series have the unit root in levels when the constant and the trend are included, and when only the constant is included. By testing the stationarity of the first differences, it was
concluded that the CREDE and CREDH time series were integrated in the order one, i.e. I(1), or non-stationery in levels, and stationary in the first differences.

Table 2. The results of the ADF Unit Root Test

<table>
<thead>
<tr>
<th>Variables</th>
<th>Constant, With trend (k)</th>
<th>Constant, No trend (k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECON</td>
<td>-4.908854* (1)</td>
<td>-2.683920** (1)</td>
</tr>
<tr>
<td>logCREDE</td>
<td>-1.381069 (1)</td>
<td>-1.847472 (2)</td>
</tr>
<tr>
<td>logCREDH</td>
<td>0.103888 (1)</td>
<td>-2.169042 (1)</td>
</tr>
</tbody>
</table>

In the 1st Differences

<table>
<thead>
<tr>
<th>Variables</th>
<th>Constant, With trend (k)</th>
<th>Constant, No trend (k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔlogCREDE</td>
<td>-5.044437** (0)</td>
<td>-4.945348*** (0)</td>
</tr>
<tr>
<td>ΔlogCREDH</td>
<td>-4.512028* (1)</td>
<td>-4.442922** (1)</td>
</tr>
</tbody>
</table>

Note: the number of the lags in the model was determined by the Schwarz information criterion. The asterisks (*), (**), (***) denote the statistically significant values at the 1%, 5% and 10% significance levels, respectively.

Source: Own calculations, 2020

The following is the VAR model specification. To do so, it is necessary to determine the optimal number of lags (p). It is important to determine the number of lags in the VAR model for the reason of the validity of the conducted analysis. Should the number of lags be larger than the optimal number be included in the model, then the strength of the test applied is weakened since an additional number of parameters is estimated, simultaneously losing a certain number of freedom degrees. The results of the lag number selection tests are presented in Table 3. As can be seen, the test results are not of a uniform nature. After testing the autocorrelation of the residuals in the VAR models with a different number of lags, a conclusion was drawn that the optimal number of the lags should be 2.

Table 3. The determination of the number of lags in the VAR model

<table>
<thead>
<tr>
<th>Lag</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>NA</td>
<td>3956.254</td>
<td>16.79634</td>
<td>16.94474</td>
<td>16.81680</td>
</tr>
<tr>
<td>1</td>
<td>73.35734*</td>
<td>58.29527</td>
<td>12.55653</td>
<td>13.15011*</td>
<td>12.63838</td>
</tr>
<tr>
<td>2</td>
<td>12.39942</td>
<td>57.12758*</td>
<td>12.42931*</td>
<td>13.46808</td>
<td>12.57254*</td>
</tr>
</tbody>
</table>

Notes: * indicates the lag order selected by the criterion; LR: the sequential modified LR test statistics; FPE: the Final Prediction Error; AIC: Akaike Information Criterion; SC: Schwarz information criterion; HQ: Hannan-Quinn information criterion (each test at a 5% significance level).
Furthermore, the stability of the VAR model was tested for the selected number of lags, i.e. for two lags. As can be seen in Figure 1, the absolute values of all the unit roots are within the unit circle, which means that the estimated VAR model is dynamically stable, i.e. stationary.

![Figure 1. The Stationarity Test of VAR (3)](source: Own draft, 2020)

Given the fact that two of the three variables are stationary in the first differences, this means that \(d_{\text{max}} = 1\), while \(p = 2\). Therefore, in order to test the causality of the credit activity of banks and economic growth, the specification of the VAR model that consists of three variables in the levels, of the order \(k + d_{\text{max}} = 2 + 1 = 3\) follows. Using the SURE framework, VAR(3) was evaluated as follows:

$$
\begin{bmatrix}
   ECON_t \\
   CREDE_t \\
   CREDH_t
\end{bmatrix}
= A_0 + A_1 \begin{bmatrix}
   ECON_{t-1} \\
   CREDE_{t-1} \\
   CREDH_{t-1}
\end{bmatrix}
+ A_2 \begin{bmatrix}
   ECON_{t-2} \\
   CREDE_{t-2} \\
   CREDH_{t-2}
\end{bmatrix}
+ A_3 \begin{bmatrix}
   ECON_{t-3} \\
   CREDE_{t-3} \\
   CREDH_{t-3}
\end{bmatrix}
+ \begin{bmatrix}
   e_{ECON} \\
   e_{CREDE} \\
   e_{CREDH}
\end{bmatrix}
$$

\[ (3) \]
Then, in order to detect the causal relationship of the observed variables, the limitations were tested against the parameters of the models defined in the form of the following hypotheses:

I. \( H_0: a_{12}(1) = a_{12}(2) = 0 \rightarrow \text{CREDE does not Granger-cause ECON} \);

II. \( H_0: a_{21}(1) = a_{21}(2) = 0 \rightarrow \text{ECON does not Granger-cause CREDE} \);

III. \( H_0: a_{13}(1) = a_{13}(2) = 0 \rightarrow \text{CREDH does not Granger-cause ECON} \);

IV. \( H_0: a_{31}(1) = a_{31}(2) = 0 \rightarrow \text{ECON does not Granger-cause CREDH} \);

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>k+dmax</th>
<th>MWald Statistics</th>
<th>p-values</th>
</tr>
</thead>
<tbody>
<tr>
<td>CREDE does not Granger cause ECON</td>
<td>2+1=3</td>
<td>8.183300**</td>
<td>0.0167</td>
</tr>
<tr>
<td>ECON does not Granger cause CREDE</td>
<td>2</td>
<td>2.820675</td>
<td>0.2441</td>
</tr>
<tr>
<td>CREDH does not Granger cause ECON</td>
<td>2+1=3</td>
<td>6.728617*</td>
<td>0.0346</td>
</tr>
<tr>
<td>ECON does not Granger cause CREDH</td>
<td>2</td>
<td>4.563850</td>
<td>0.1021</td>
</tr>
</tbody>
</table>

The asterisks (*) and (**) denote the statistically significant values at the 1% and 5% significance levels, respectively.

Based upon the results presented in Table 4 above, it is concluded that there is a unidirectional causal relationship between the credit activity of the banking sector and the real GDP growth rate in the Republic of Serbia. Namely, the zero hypothesis that CREDE does not Granger-cause ECON is rejected, which means that there is a causal relationship in the Granger sense that goes from the direction of the share of bank loans granted to private companies in the nominal GDP towards economic growth, at a 5% significance level. Also, the rejection of the zero hypothesis (CREDH does not Granger-cause ECON) confirmed the unidirectional causal link that goes from the direction of the share of bank loans granted to households in the nominal GDP towards economic growth, at a 1% significance level. On the other hand, the null hypothesis saying that the real GDP growth rate dynamics do not cause the dynamics of the loans granted to enterprises is not rejected, nor is the null hypothesis saying that the real GDP growth rate dynamics do not cause the dynamics of the loans granted to the retail sector rejected, either. More precisely, the obtained results are indicative of the fact that it is not possible to predict the movement of the indicators of the credit activity of the commercial bank sector based upon the movement of the economic growth rate in the observed period.
All in all, the results of the cause test confirm the validity of the research hypothesis H1. The findings of this empirical research study are consistent with the results of a number of the works in which the role of the financial sector in the economic growth process is emphasized, which generally proves the fact that the credit activity of commercial banks can be the leading indicator of economic growth (Gural & Lomachynska, 2017; Černohorský, 2017; Kabashi & Suleva, 2016; Garcia-Escribano & Han 2015; Ramanauskas, 2005). At this point, it is important to note that the credit activity of banks is the factor that facilitates economic growth, i.e. the channel that combines savings and investments. In connection with that, the real sources of economic growth lie in the real sector. Technological innovations, the accumulation of both physical and human capital, an increase in the factorial productivity, revealing new natural resources sites, or alternative ways to use the existing resources, are but some of the factors representing the real drivers of economic growth (Grbic, 2016).

5. Conclusions

The paper is mainly aimed at examining the existence and nature of the causal relationship between the credit activity of commercial banks and economic growth on the example of the Republic of Serbia. Based on the obtained results, there is a unidirectional causal relationship in the Granger sense, which goes from the credit activity of commercial banks to economic growth. This indicates the fact that the growth rate of the national output can be predicted based upon the variation of the credit activity of the banking sector. Judging by the obtained results, the Serbian banking sector has a vital role in the economic growth process, particularly so when the loans approved to the nonfinancial private sector, i.e. enterprises and households, are concerned.

Bearing in mind the dominant role of commercial banks as financial intermediaries in the financial system of the Serbian economy, further efforts are needed in the maintenance of financial stability and the creation of an ambience where savings will be transferred to the most productive investments. It is recommended that policymakers should put a special emphasis on defining and the implementation of the measures that will result in the deepening of the loan market, especially in light of the institutional and legal measures that protect the rights of both lenders and borrowers and encourage the performance of a contract. In compliance with said, the stimulation of the further development of the financial sector opens up the possibilities of a faster economic growth.
This paper has certain limitations, primarily in relation to the collected data. The first limitation pertains to the fact that a relatively short time period was analyzed from the point of view of long-term anticipation. Due to the inability to collect long enough data series annually, the available data on a quarterly basis were included in the analysis. The second limitation pertains to the observed time period, especially the second half of the said period, which is marked by the fluctuations that emerged as a consequence of the global recession that appeared at the end of the first decade of the 21st century. In such conditions, the cyclical movement of certain variables may include statistically significant deviations in relation to their long-term tendency.

Since the analysis was conducted with certain limitations, the results of this paper should certainly not be taken as final. Future research could focus on the analysis of the loan structure of the banking portfolio. In this sense, the loans approved to enterprises should be decomposed into investment loans and working capital loans, whereas the loans approved to households should be decomposed into residential and consumer loans, after which connections between individual loan categories and economic growth rates should be tested. A research study within the framework of which a comparative analysis of the connectedness of the credit activity of the banking sector and economic growth in the Republic of Serbia and a selected group of transition countries or a group of upper-middle-income countries would be conducted could also be carried out.
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