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Introduction

With the digitalization of banking channels, there are changes in the expectations of users of banking products and services, and consequently a transition process, from business focused on achieving the profitability of branches to business, whose primary goal is the satisfaction of the end user of banking products and services. According to Bergendahl and Lindblom (2007), the transition process reduces the cost of business, so that the traditional, so-called offline transactions performed within the banks, are largely replaced by electronic transactions, while the communication with clients is shifted from the branches to electronic banking channels. The transition process from traditional to electronic banking channels began in the 1970s. This was particularly influenced by the online offers of products and services by the new entities in the market, such as service providers and virtual banks, resulting in the gradual loss of importance in the physical presence of banks (Byers & Lederer, 2001; dos Santos & Kvagraven, 2017; Jagtiani & Lemieux, 2018; Holland et al., 1998).

The influence of digitalization of banking channels to the transformation of banking network operations was addressed by many authors, whose research focus was on a different form of branch business, changed relationships between employees and clients, new external and internal appearance of branches and optimal number of employees in them (Yakhlef, 2001; King, 2010; Nițescu, 2015; Moutinho et al., 1997). The role of branches is gradually changing from basic transactional business to advisory banking, giving banks the opportunity to get to know clients and their habits, which adds to the complexity of business processes (Nițescu, 2015).

In practice, there are different theories as to what factors determine the type of banking channel customers will use.

Sousa et al. (2015) and Howcroft and Beckett (1996) point to the fact that the complexity of the banking product and the volume of transactions may influence the user’s preference for a particular banking channel. Thus, they claim that more complex banking activities including activities performed by users on a larger scale cause a greater intensity in using the traditional distribution channel, while medium volume and medium complex activities are most often done through digital channels, as cheaper substitutes. There are also some who view the use of banking channels from other aspects; for instance, Amromin and Chakravorti (2009) argue that the use of electronic forms of payment will only dominate traditional payment methods in the cases of small-value cash transactions. If the transactions are of higher value, then the substitution effect is not expressed.

Morris and Simoff (2013) claim that the number of cash transactions in branches is annually reduced by 10%. In contrast, the number of electronic transactions in the EU in 2017 increased by 7.9% compared to the previous year, or by 77.86% compared...
to 2007. In the same year, payment cards represent the most used banking channel with a share of 52% in the total number of all transactions. (European Central Bank, 2018).

When it comes to the use of electronic banking channels in Serbia, according to the data available to the National Bank of Serbia, there is an increase in banking channels usage of 5.5% in 2017 (National Bank of Serbia, 2018). In model defined by Knežević & Šapić (2018), the impact of legal regulative to the use of electronic trade in Republic of Serbia was examined. Results of conducted research demonstrate that legal framework has positive and significant impact over safety and privacy during the use of e-trade, and that safety and privacy have positive impact on the intensity of e-trade use. Safety, however, has no statistically significant impact on the intensity of e-trade use. In the context of electronic transactions development as well as digital banking channels usage, they propose mutual interaction of state authorities and e-merchants, better information of citizens, as well as better acknowledgement of possibility of online sale by small and medium enterprises.

The goals of this document correlates with the applied research methods and set up hypotheses:

• to determine the difference between the countries of the European Union and Serbia in terms of using the banking channels as measured by the number of transactions completed;
• to identify the major component with the greatest impact on the number of banking branches.

The paper is structured as follows: the introductory part of the paper is followed by a section with a review of the scientific literature, which presents the views and research on the relationship between traditional and digital banking channels. The section Data lists the data sources and the section Methodology describes the scientific methods used in the analysis. This is then followed by the presentation and discussion of the research results, for each multivariate analysis technique respectively applied in the paper. Conclusions are presented at the end of the paper.

1. Literature review

Some empirical studies are based on the fact that the traditional banking channel and the digital channel are two independent banking channels, so accordingly, the theoreticians are concerned with their complement-substitute relationship. Researchers that share the opinion that banking channels have complementary relationship support a multi-channel banking trend.

In this regard, the review of the prevailing literature is structured to show studies that have explored (1) the complementary effect between digital and traditional channels (Campbell & Frei, 2010; Rakita, 2016; Calisir & Gumussoy, 2008), (2) the substitution...
effect examined through the increased use of electronic transaction devices (Martikainen et al., 2015; Columba, 2009; Drehmann et al., 2002; Hasan et al., 2011; Humphrey et al., 1996).

Applying the statistical analyses of propensity score matching (PSM) over a sample of 80,054 online banking users, Campbell and Frei (2010) concluded that the use of this banking channel has led to an increased number of transactions that occur in the branches. Thus, they concluded that the importance of branches for the users of banking products and services does not decline as a result of digitization, whether there are active, inactive or even passive users, in question. In findings from Rakita (2016), it is mentioned that the positive ratio in using traditional and digital banking channels is present only with active users of products and services, where she states that there is a 60% probability that the customers using some of the digital banking channels will, at least once a week, use some form of traditional banking service (such as going to the bank counter), more often than the clients who do not use these services at all. Calisir and Gumussoy (2008) focus on internet banking and compare it with other banking channels (phone banking, ATMs, wireless application protocol (WAP), branches, EFT POS terminals and bank branches in stores). The results of their cluster analysis indicate a high level of complementarity between internet banking and branches.

Alternatively, those authors who have dealt with digital technologies are advocating the views on reducing the number of branches as a result of digitalization. The banks in those states directly control the use of digital banking channels through the availability of terminals, and thus indirectly affect the number of branches.

Some authors (Humphrey et al., 1996; Drehmann et al., 2002; Martikainen et al., 2015; Columba, 2009) argue that countries with higher POS availability also have the higher use of electronic payment methods, including payment card transactions. On the other hand, the greater availability of ATMs encourages the use of electronic forms of payment but also influences the increased use of cash, which we associate with the branches. Then again, Hasan et al. (2011) testify to the impact of ATMs on greater success in the bank’s operations but also of the reduction in the number of branches.

Taking into account the research conducted regarding the relationship and the impact of digital banking channels on the number of branches, presented in the previous section, it is noted that the banking network is changing its role due to changes in customer preferences over time, as well as due to the modernization of the banking system in the light of the digitalization of the channels for distribution of its services. Accordingly, the hypotheses that will be tested in this research were derived:

**H1:** The independent variable with the highest factor score from factor 1 (credit card transactions) has the effect of reducing the number of branches.

**H2:** The independent variable with the highest factor score from factor 2 (direct debit transactions) has the effect of reducing the number of branches.

**H3:** In countries where factor 1 is high (POS terminal availability and payment card usage), smaller number of branches is obvious.
2. Data

The analysis of the impact of digital banking channels on the presence of branches was carried out for the European Union Member States and Serbia, which makes a total of 29 cases. The data for the European Union, for analysis purposes, were taken from the European Central Bank's database presented in the Payment Transaction Report for 2017 (European Central Bank, 2019). Data for Serbia were collected on the website of the National Bank of Serbia (The National Bank of Serbia, 2018) and those data related to the number of electronic transactions were downloaded from the section Payment system, Statistics part, while data on the number of branches were taken from the quarterly report for the banking sector in Serbia, also for 2017 (IV quarter).

A total of seven variables were used in the study. The first six variables represent independent variables, whose usage is represented over volume of transactions on annually level. The last variable is dependent variable. The overview of the variables is given in Table 1 below.

Table 1. Observed characteristics

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Electronic credit transfers</td>
<td>Submissions by telefax or other means, such as automated telephone banking transformed into electronic payments, standing orders submitted in paper-based form but executed electronically, credit transfers initiated on ATM, online transactions performed using banking applications.</td>
</tr>
<tr>
<td>(2) Debit/delayed debit card payments*</td>
<td>Payment transactions performed with cards with a debit or delayed debit function at a physical terminal or via other channels. Number of card payments with cards issued by resident PSPs</td>
</tr>
<tr>
<td>(3) Credit card payments*</td>
<td>Payment transactions performed with cards with a credit function at a physical terminal or via other channels. Number of card payments with cards issued by resident PSPs</td>
</tr>
<tr>
<td>(4) Direct debit payments</td>
<td>Payment service, which perform debit on the current account based on the written consent given by the account holder to the payer. Number of domestic and cross-border payments</td>
</tr>
<tr>
<td>(5) POS transactions</td>
<td>Number of card payments at POS terminals: at terminals provided by resident PSPs with cards issued by resident PSPs / issued by non-resident PSPs</td>
</tr>
<tr>
<td>(6) ATM transactions</td>
<td>Number of ATM cash withdrawals and cash deposits: at terminals provided by resident PSPs with cards issued by resident PSPs / issued by non-resident PSPs</td>
</tr>
<tr>
<td>(7) Number of business units-branches</td>
<td>Number of credit institution’s offices legally incorporated in the reporting country. Number of branches, exposed counters etc.</td>
</tr>
</tbody>
</table>

* Except cards with an e-money function only.

Source: the author's overview
The European Central Bank's Payment Transaction Report lacks a value for the specific variable. Those are:

- Variable 2, missing for Portugal.
- Variable 3, missing for Spain, Italy, Netherlands and Portugal.
- Variable 4, missing for Denmark, Latvia, Lithuania, Estonia, Malta and Finland.
- Variable 5, missing for Malta.
- Variable 6, missing for Finland.
- Variable 7, missing for the United Kingdom.

In such cases, an average value for that variable was calculated and used.

Data processing was done via statistical program.

In order to examine the relationship between variables and differences between countries regarding the use of electronic channels and branches, several methods of multivariate statistical analysis have been used.

3. Methodology

In this paper, the first method to be applied onto the data set is an exploratory factor analysis in order to identify the main factors which explain as much variation among the data as possible. The first step in factor analysis is determining the sample size. According to Costello and Osborne (2005), there is a large percentage of researchers (almost one-sixth) applying factor analyses using relatively small samples where ratios are only 2:1 or less. They also found that 62.9% of the researchers performed analyses with subject to item ratios of 10:1 or less, which is still-prevalent rule-of-thumb.

For measuring sampling adequacy, as precondition for factor analysis, the author used standardized Kaiser–Meyer–Olkin (KMO) and Bartlett’s test. According to Hair et al. (2010); Pallant (2007); Tabachnick and Fidell (2007), if KMO is greater than 0.6 and the Bartlett’s Test of Sphericity (BTS) is significant at $\alpha < .05$, then factorability of the correlation matrix is assumed.

Factor analysis is based on the correlation matrix of the variables involved, the calculation of which is the next step in the paper. This field is also very discussed among the authors. When talking about minimum level of correlation, the coefficient $r$ must be .30 or greater (Tabachnick & Fidell, 2007). Authors Hair et al. (1995) use different rule-of-thumb for variable categorizing, where ±0.30 is minimal, ±0.40 is important and ±.50 is practically significant.

Also, decision on the number of factors can be made considering different criteria. The most used is latent root method, which includes factors that have eigenvalue greater than 1 (Kaiser’s criterion, 1960) (find in Yong & Pearce, 2013; Braeken & Van
Assen, 2016). According to authors Velicer & Jackson (1990) and Hayton et al. (2004), there are alternative and more reliable methods such as Cattell’s (1966) scree test, Velicer’s MAP criteria and parallel analysis (PA). Considering the goals of this research, the author decided to base the decision regarding number of factors on Kaiser’s criterion.

The extraction of the common factors was done using the Principal Component Analysis method within Factor analysis. It is a simple technique used for variable reduction by creating combinations that retain as much of the original measures’ variance as possible (Conway & Huffcutt, 2003; Schmitt, 2011). In order to make the implication of each factor clearer, they must be rotated. In theory and praxis exist several models, and they fall in two categories: orthogonal and oblique. In this paper, the author decided to apply Oblique method – Direct Oblimin, bearing in mind that between different kinds of digital channels, is always some kind of correlation, even low.

Factor analysis is calculated to reduce the number of variables which are then subject to multiple linear regression method. The multiple regression analysis was used in the study to describe the relationship between one dependent variable and multiple independent variables. Independent variables with the highest impact factor (factor loading) were previously extracted from each identified factor.

Before setting the equation and applying the regression analysis in this paper, it is necessary to examine the presence of multicollinearity between variables of the model. Multicollinearity occurs between the independent variables that are used to predict the dependent variable in the analysis results. In that sense, the author performed Variance Inflation Factor (VIF) test, as well as Tolerance (TOL) test on Factor 1 and Factor 2. The variables whose VIF values are greater than 10 should not be included in the model. Also, the value of TOL should be higher than 0.1 (Lin, 2008; Račić & Barjaktarović, 2016; Salmerón Gómez et al., 2016).

Another element that was checked is autocorrelation between independent variables. Durbin-Watson test is used for this purpose. If condition of 1.60 < d < 2, the first order autocorrelation is not present. For a small sample, some authors suggest the rule-of-thumb 1 < d < 2.25 (Wang & Jain, 2003).

By obtaining the regression coefficients, it will be possible to deduce in which independent variables the regression is present when it comes to affecting the number of branches.

4. Results and discussion about the results

In the following section, the author presents findings from the survey according to the methodology in the previous section, respectively.
Factor analysis is applied on 6 independent variables using 29 items, which is nearly a proportion of 6:1. It can be concluded that the sample size in this analysis is acceptable.

Calculated KMO is .735. Bartlett’s test shows value of 262.497, with df=15 and Sig .000. These results confirm that the sample is adequate and provide minimum standards for performing factor analysis (Hair et al., 2010; Pallant, 2007; Tabachnick & Fidell, 2007).

Correlation matrix showed that the minimum level of correlation condition between all variables included in the model is satisfied (Tabachnick & Fidell, 2007). Bearing this fact in mind, the author kept all variables in the model. They are shown in Table 2 below.

<table>
<thead>
<tr>
<th></th>
<th>Employee_CSR</th>
<th>Envi_Perf</th>
<th>Fin_Perf</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employee_CSR</td>
<td>0.890</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Envi_Perf</td>
<td>0.633</td>
<td>0.949</td>
<td></td>
</tr>
<tr>
<td>Fin_Perf</td>
<td>0.403</td>
<td>0.572</td>
<td>0.841</td>
</tr>
</tbody>
</table>

Source: Author's calculation

After all prerequisites for applying factor analysis had been fulfilled met, the author performed calculation of the model.

Factor analysis identified two factors, of which the eigenvalues and percentage of data variations are shown in Table 3. For both factors, the eigenvalues are bigger than 1 (Kaiser’s criterion, 1960). For factor 1, the eigenvalue is 4.54, while for factor 2 it is 1.146, implying that factor 1 has a more significant effect on differences between countries.

The factors cumulatively explain 94.77% of the variation in the data in comparison to the raw data. In other words, a total of 94.77% of variations used in the banking channels (the number of transactions on different banking channels) in the countries of the European Union and Serbia will be explained by two factors. Considering that the share of the first major component in the total variance is 75.67%, it follows that majority of the variations in data are explained with factor 1. Factor 2 explains only 19.10% of data variations. For the purposes of this paper, the author kept both factors.
Table 3. Eigenvalues and percentage of data variations

<table>
<thead>
<tr>
<th>Factor</th>
<th>Initial Eigenvalues</th>
<th>Total</th>
<th>% of Variance</th>
<th>Eigenvalue Cumulative</th>
<th>Cumulative %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.540</td>
<td>75.665</td>
<td>4.540</td>
<td>75.665</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.146</td>
<td>19.101</td>
<td>5.686</td>
<td>94.766</td>
<td></td>
</tr>
</tbody>
</table>

Source: Author's calculation

From the two extracted factors, it is necessary to identify the variables with the highest impact factor. Factor loadings are shown in Table 4 below. The presented values are sorted by size and higher than 0.5.

Table 4. Pattern Matrix

<table>
<thead>
<tr>
<th>Component</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credit card payments</td>
<td>1.055</td>
<td></td>
</tr>
<tr>
<td>POS transactions</td>
<td>0.905</td>
<td></td>
</tr>
<tr>
<td>Debit/delayed debit card payments</td>
<td>0.896</td>
<td></td>
</tr>
<tr>
<td>Direct debit payments</td>
<td></td>
<td>0.977</td>
</tr>
<tr>
<td>Electronic credit transfers</td>
<td>0.963</td>
<td></td>
</tr>
<tr>
<td>ATM transactions</td>
<td>0.616</td>
<td></td>
</tr>
</tbody>
</table>


Source: Author's calculation

Factor 1 has a high positive loading on the following variables: credit card transactions (1.055), debit/delayed debit card transactions (0.896) and POS transactions (0.905). Loading for variable credit card transactions exceeds 1, which is a typical situation when using Direct oblimin and Pattern matrix. This is also a variable with highest impact factor within factor 1.

Factor 2 has high loading on the following variables: direct debit transactions (0.977), electronic credit transfers (0.963) and ATM transactions (0.616). The one that has the highest factor loading is direct debit transactions.

Factor analysis findings have shown that factor 1 has a high load of POS transactions and payment card variables, on the basis of which these three banking instruments are brought into complementary relationship. These findings support Hypothesis 3, which is consistent with the findings of Humphrey et al. (1996); Drehmann et al. (2002); Martikainen et al. (2015) and Columba (2009).

This shows that the biggest differences in countries are primarily the result of different use of credit cards and subsequently differences in debit direct transactions.

An overview of factor scores by countries is given in Table 5 below.
Table 5. Factor scores by countries

<table>
<thead>
<tr>
<th>Country</th>
<th>Factor 1</th>
<th>Factor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>-0.4805</td>
<td>-0.5981</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>-0.4805</td>
<td>-0.5981</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>-0.3078</td>
<td>-0.3314</td>
</tr>
<tr>
<td>Denmark</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>4.1874</td>
<td></td>
</tr>
<tr>
<td>Estonia</td>
<td>-0.4772</td>
<td>-0.3640</td>
</tr>
<tr>
<td>Ireland</td>
<td></td>
<td>-0.4831</td>
</tr>
<tr>
<td>Greece</td>
<td>-0.3434</td>
<td>-0.4739</td>
</tr>
<tr>
<td>Spain</td>
<td>0.5019</td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>1.6506</td>
<td>1.9810</td>
</tr>
<tr>
<td>Croatia</td>
<td>-0.4513</td>
<td>-0.5236</td>
</tr>
<tr>
<td>Italy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cyprus</td>
<td>-0.4921</td>
<td>-0.6354</td>
</tr>
<tr>
<td>Latvia</td>
<td>-0.4990</td>
<td>-0.3549</td>
</tr>
<tr>
<td>Lithuania</td>
<td>-0.4840</td>
<td>-0.3516</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>-0.4352</td>
<td>-0.6310</td>
</tr>
<tr>
<td>Hungary</td>
<td>-0.3528</td>
<td>-0.4923</td>
</tr>
<tr>
<td>Malta</td>
<td>-0.3600</td>
<td>-0.4136</td>
</tr>
<tr>
<td>The Netherlands</td>
<td></td>
<td>0.4440</td>
</tr>
<tr>
<td>Austria</td>
<td>-0.3355</td>
<td></td>
</tr>
<tr>
<td>Poland</td>
<td>0.3654</td>
<td>0.3378</td>
</tr>
<tr>
<td>Portugal</td>
<td></td>
<td>-0.3651</td>
</tr>
<tr>
<td>Romania</td>
<td>-0.3635</td>
<td>-0.4995</td>
</tr>
<tr>
<td>Slovenia</td>
<td>-0.4761</td>
<td>-0.5754</td>
</tr>
<tr>
<td>Slovakia</td>
<td>-0.4326</td>
<td>-0.4883</td>
</tr>
<tr>
<td>Finland</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td></td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>4.6715</td>
<td>1.3024</td>
</tr>
<tr>
<td>Serbia</td>
<td>-0.4627</td>
<td>-0.5722</td>
</tr>
</tbody>
</table>

Source: Author’s calculation

The signs of the loadings show the direction of the correlation and do not affect the interpretation of the magnitude of the factor loading or the number of factors to retain (Kline, 1994). Values with sign (-) show opposite direction from the factor they belong to.

For some countries in Table 5, there are no values. Tabachnick and Fidell (2001) cite .32 as a good rule of thumb for the minimum loading of an item, which equates to approximately 10% overlapping variance with the other items in that factor. Countries with loadings lower than .32 are excluded from the table.
Based on the analysis of country-by-country factor scores, it is noted that the loading for factor 1 is very strong for the United Kingdom (4.67), which means that this country bestows importance on credit card transactions. The UK Banking Practice Report for 2018 (UK Finance, 2018) states that credit card use has exceeded the cash use (which has been attributed to the branches) for the first time. In France, credit card usage is also high (1.6506). For other countries, loadings go from -0.30 to -0.57 based on which it can be concluded that the number of transactions on digital channels is at a much lower level and that is why loadings have opposite direction for this factor.

Germany certainly stands out for its significant number of direct debit payments. It should therefore come as no surprise that factor 2 is much more loaded in Germany than in other countries. Also, France and United Kingdom have slightly lower factor scores than Germany, but these scores are at a much higher level in comparison to other countries. France stands out from other countries because of its relatively equal level of loadings for both factors. However, United Kingdom differs because of its high loading for factor 1 and smaller loading for factor 2.

Looking at the factor loadings for Serbia, it is a fact that both are with negative signs (-0.4627 and -0.5722). Loadings are similar for factor 1 and factor 2 in countries of the former member state of the Socialist Federal Republic of Yugoslavia (SFRJ) which are Croatia (-0.4513 and -0.5236) and Slovenia (-0.4761 and -0.5754).

Bearing in mind that the increasing preference of users towards digital channels reflects in a sense the decline in the influence and importance of branches in the banking market, and consequently the decline in their prevalence, in this part of the document, the emphasis is placed on examining the existence and strength of this connection. For this purpose, the multiple linear regression method was used. Two independent variables (credit card use and direct debit usage) were taken into the model, on the basis of factor analysis, while the number of branches remained the dependent variable. The aim of the analysis process is to omit the influence of variables that are not so dominant in the group, that is, to focus on those variables that best reflect the differences of the countries surveyed in the banking market.

The factor analysis reduced the total of 7 characteristics to only 2 major variables (factors) that will be used for additional data analysis, through regression analysis. In that sense, the author examined the existence of multicollinearity between those variables. This was done using VIF and TOL analysis.

The results are shown in Table 6 below.

<table>
<thead>
<tr>
<th>Model</th>
<th>Tolerance</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Credit card payments</td>
<td>0.890</td>
</tr>
<tr>
<td>2</td>
<td>Direct debit payments</td>
<td>0.890</td>
</tr>
</tbody>
</table>

a. Dependent Variable: Number of branches
We conclude that VIF and TOL values for both Factors are in defined ranges, which means that there is no existence of multicollinearity and that Factors can be included in the model. These results are already confirmed in the papers of authors Lin (2008), Račić and Barjaktarović (2016), Salmerón Gómez et al. (2016).

Also, Durbin-Watson test shows that there is no autocorrelation between factors. Its value is 1.452. Considering the fact that this is a small sample, the result is in the limits (Wang & Jain, 2003). The result is shown in Table 7 below.

Table 7. Checking the existence of autocorrelation in the model

<table>
<thead>
<tr>
<th>Model</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.452*</td>
</tr>
</tbody>
</table>

a. Predictors: (Constant), Credit card payments, Direct debit payments  

b. Dependent Variable: Number of branches

Before exploring the digital channels influence on branches, in the chart is shown usage trend of these three variables, namely, two independent variables representing the factors with influence, and the dependent variable.

Chart 1. Comparative overview of the use of banking channels by country

In Chart 1 above, a comparative overview of the use of two digital channels versus number of branches, observed in the countries of the European Union and Serbia. The first independent variable – number of credit card transactions - is highlighted in blue on the chart, while the second independent variable – number of direct debit transactions - is highlighted in green. The number of branches is shown in red and they are right next to the abscissa, due to very low values compared to the number of credit card transactions and direct debit. This is why the branch number information is visible in the chart itself.
Looking at the relationship between the first independent variable with the highest factor loadings within the factor 1 and the number of branches, we note the following in the chart: countries with high level of credit card payments are also countries with an average number of branches. All other countries have middle or lower level of credit card payments but above-average number of branches. United Kingdom has a higher number of credit card transactions than other European Union countries or Serbia, and an average number of branches. This country has the highest factor score for factor 1. On the contrary, France, Spain and Italy have middle level of credit card payments, but among the highest number of branches in European Union.

Looking at the relationship between the second independent variable and the number of branches, we note the following in the chart. Countries with high level of direct debit channel usage are also countries with a large number of branches. All other countries have middle or lower level of direct debit usage and only a couple of thousands of branches or less. For example, Germany, France, Spain and United Kingdom belong to the first group-group with high level of direct debit transactions and number of branches. These were the countries that had the highest factor score for factor 2. These countries are the most developed in European Union.

Serbia has small values for both independent variables in relation to other European Union countries. When comparing credit card channel usage in Serbia, there are Croatia, Malta and Slovenia with lower level of transactions, which is confirmed by their similar loadings. Bulgaria is only country with lower level of direct debit channel usage comparing to Serbia.

Results of regression analysis are presented in Table 8 below.

Table 8. Regression model a,b

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>Std. Error</th>
<th>Beta</th>
<th>t</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Constant)</td>
<td>3041.990</td>
<td>1730.682</td>
<td>1.758</td>
<td>0.091</td>
<td></td>
</tr>
<tr>
<td>Credit card payments</td>
<td>-1.378E-06</td>
<td>0.000</td>
<td>-0.081</td>
<td>-0.508</td>
<td>0.615</td>
</tr>
<tr>
<td>Direct debit payments</td>
<td>3.268E-06</td>
<td>0.000</td>
<td>0.668</td>
<td>4.210</td>
<td>0.000</td>
</tr>
</tbody>
</table>

a. Predictors: (Constant), Direct debit payments, Credit card payments
b. Dependent variable: Number of branches

Source: Author's calculation

The regression model can also be represented by the equation number 1 (Hosmer et al., 2000):

\[ y = b_0 + b_1 X_1 \]  

(1)

from which were derived equations 2 and 3 with two independent variables:
\[ y = b_0 + b_1 X_1 + b_2 X_2 \]  
(2)

\[ y = 3041.990 + (-0.000001378179)X_1 + 0.000003267580X_2 \]  
(3)

The X1 parameter used in this model is the first factor and it is credit card payments and the X2 parameter in this model is another factor, namely, direct debit payments.

Free member \( B_0 \) (Intercept) shows the expected value of the dependent variable if the independent variables are 0. In this case, the free member is 3041.990, so it can be concluded that the number of branches would be 3.041 if the number of credit card transactions and the number of direct debit transactions fell to 0, that is, if the banks would stop to use these banking channels.

The correlation coefficient \( R \), which shows the level of linear connection between the dependent and independent variables, has a value of 64.6\%, indicating a medium-strength relationship between these variables. This is confirmed by the beta indicators from Table 8 (\( B_1 \) and \( B_2 \)), with values 0.000001378179 for the first variable and 0.000003267580 for the second variable, respectively. The results show that 41.7\% of the variations in the number of branches \( R^2 \) are explained by a linear relationship between the dependent variable and the two independent variables.

Parameter testing is performed by comparing the p-value from the last column for each independent variable with level of risk \( \alpha = 0.05 \).

Variable \( X_1 \) has a p-value of 0.615, that is, a value greater than the defined level of risk, implying that the use of credit cards has no significant effect on the number of branches. \textit{Hypothesis 1} is declined.

Variable \( X_2 \) has a p-value of 0.000, and is a statistically significant variable because the level of risk is less than 0.05. Direct debit transactions have been found to have an impact on the number of branches. \textit{Hypothesis 2} is confirmed.

\textbf{Conclusion}

Based on the results of the conducted research, it can be concluded that all the goals defined at the beginning of the paper were achieved.

The methods used in the document clearly illustrate the state and level of development of the European Union member states and Serbia regarding the use of banking channels. Also, the relationship between banking channels in the mentioned countries was identified, and the influence of the two most significant digital channels (two factors) on the number of traditional banking channel-branches, was examined.

(1) The results of factor analysis show that two factors reflect 94.766\% of the variation in the use of banking channels. The variable that explains the majority of dif-
ferences between countries is representative for factor 1 and it is credit card transac-
tions. Variable from the second factor is direct debit transactions. Further analysis re-
vealed that factor 1 was expressed primarily in the United Kingdom and then in France.
Factor 2 dominates in France, Germany, Spain and United Kingdom.

Countries with above average POS terminal availability and payment card usage
have average or smaller number of branches, which coincide with results in other empirical
studies shown in this paper. Countries with high level of direct debit channel usage are also
countries with a large number of branches. All other countries have middle or lower level
of direct debit usage and only a couple of thousands of branches or less.

(2) The multiple regression method demonstrated the presence of a strong correla-
tion between the independent variable from the factor 2, which is usage of the direct debit
banking channel, and the number of branches, considering that this independent variable
explains a significant percentage of variations in the number of branches. The relationship
between factor 1 and the dependent variable is negative and strong, which leads to a smaller
effect of factor 1 on branch variability. The result shows correlation with studies regarding
substitutive relationship between channels.

Although there is a downward trend in the number of branches in Europe, as a result
of the digitalization of banking channels and the ongoing review of bank efficiency, they
will not disappear. The DBR Media LLC research results show that, despite these trends,
branches continue to be built. In fact, in this year’s survey, 41% of financial executives
responding indicated that they will be increasing their branch network in 2017, which is 6%
higher than in 2016. When it comes to the branches in Serbia, banks should expect change
in the way that branches work with clients, as well as a reorientation of their business to
products sales. Transaction services will increasingly move to digital banking channels. As
a result of the merger of banks, which has been active in the last few years in the banking
market in Serbia, branches are being closed; however, there is still insufficient use of digital
banking channels to attribute branch closure to the consequence of their use.
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