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Abstract. The main purpose of this paper is to study the existence, uniqueness, $E_\alpha$–Ulam stability results, and other properties of solutions for certain classes of nonlinear fractional differential equations involving the $\psi$–Caputo derivative with initial conditions. Modern tools of functional analysis are applied to obtain the main results. More precisely using Weisssinger’s fixed point theorem and Schaefer’s fixed point theorem the existence and uniqueness results of solutions are proven in the bounded domain. While the well known Banach fixed point theorem coupled with Bielecki type norm are used with the end goal to establish sufficient conditions for existence and uniqueness results on unbounded domains. Meanwhile, the monotone iterative technique combined with the method of upper and lower solutions is used to prove the existence and uniqueness of extremal solutions. Furthermore, by means of new generalizations of Gronwall’s inequality, different kinds of $E_\alpha$–Ulam stability of the proposed problem are studied. Finally, as applications of the theoretical results, some examples are given to illustrate the feasibility and correctness of the main results.

1. Introduction

Fractional differential equations have appeared in many branches of physics, economics, and technical sciences [32, 44, 45, 46]. More details on the fundamental concepts of fractional calculus can be found in the monographs [33, 40, 42]. For some recent contributions on fractional differential equations, we refer the reader to the books of Abbas et al. [1, 2, 3], and Zhou [56, 57]. Recently, in [10] Almeida defined a new fractional derivative...
with a kernel of a function called the $\psi$-fractional derivative. The reader interested in the subject of initial and boundary value problems involving $\psi$-fractional derivative is referred to as [8, 11, 12, 13, 14], and the references given therein.

In recent years, there are several contributions focusing on fractional differential equations, mainly on the existence, uniqueness, and stability of solutions. For more details, the readers are referred to the previous studies [4, 5, 6, 7, 9, 15, 17, 18, 19, 20, 21, 22, 23, 24, 35, 36, 41, 43, 49, 50, 51, 52, 53, 54, 55] and the references therein. The main techniques used in these studies are fixed-point techniques, Leray-Schauder theory, coincidence theory, or monotone iterative technique combined with the method of upper and lower solutions.

In 2008, Benchohra et al. [18], considered the following initial value problem of the form

$$\begin{cases} \ ^cD_0^\alpha u(t) = f(t, u(t)), & 1 < \alpha \leq 2, \ t \in [0, T], \\ u(0) = u_0, \ u'(0) = u_1, \end{cases}$$

where $\ ^cD_0^\alpha$ is the Caputo fractional derivative $f : [0, T] \times E \to E$ is a given function, and $E$ is a Banach space. The authors obtained the existence of solutions by means of Mönch’s fixed point theorem combined with the technique of measure of noncompactness.

In [38], Matar discussed the existence and uniqueness of the positive solution of the following nonlinear fractional differential equation

$$\begin{cases} \ ^cD_0^\alpha u(t) = f(t, u(t)), & 1 < \alpha \leq 2, \ t \in [0, 1], \\ u(0) = 0, \ u'(0) = \theta > 0, \end{cases}$$

where $\ ^cD_0^\alpha$ is the Caputo fractional derivative, and $f : [0, 1] \times [0, \infty) \to [0, \infty)$ is a given continuous function. By employing the method of the upper and lower solutions, Schauder and Banach fixed point theorems, the author obtained positivity results.

In [27], Ge and Kou investigated the asymptotic stability of the zero solution of the following nonlinear fractional differential equation

$$\begin{cases} \ ^cD_0^\alpha u(t) = f(t, u(t)), & 1 < \alpha \leq 2, \ t \geq 0, \\ u(0) = u_0, \ u'(0) = u_1, \end{cases}$$

where $\ ^cD_0^\alpha$ is the Caputo fractional derivative, and $f : [0, \infty) \times \mathbb{R} \to \mathbb{R}$ is a given continuous function. They obtained the stability results by employing the Krasnoselskii’s fixed point theorem in a weighted Banach space. Furthermore, Hallaci et al [31] studied the uniqueness of solutions to the above problem by means of Banach’s contraction principle.

In [16] Ardjouni et al. gave sufficient conditions to guarantee the asymptotic stability of the zero solution to a kind of higher-order nonlinear
fractional differential equations. By using Krasnoselskii’s fixed point theorem in a weighted Banach space and they generalized the work of Ge and Kou [27]. More precisely, they studied the following higher-order nonlinear fractional differential equations of the form

\[
\begin{cases}
  cD^\alpha_{0+} u(t) = f(t, u(t)), & t \geq 0, \\
  u^{(i)}(0) = u_i, & i = 0, \ldots, n, \ n \geq 1 
\end{cases}
\]

where \( cD^\alpha_{0+} \) is the Caputo fractional derivative of order \( n < \alpha \leq n + 1 \), \( f : [0, \infty) \times \mathbb{R} \to \mathbb{R} \) is a given continuous function and \( u_i \in \mathbb{R} \).

Very recently, Matar et al [39] investigated the existence, uniqueness, and stability of solution for the semi-linear fractional differential systems of the form

\[
\begin{cases}
  cD^\alpha_{t_0} u(t) = Au(t) + f(t, u(t)), & t \geq t_0, \\
  u(t_0) = u_0, \quad u'(t_0) = u_1, 
\end{cases}
\]

where \( cD^\alpha_{t_0} \) is the Caputo fractional derivative of order \( 1 < \alpha \leq 2 \), \( f : [t_0, \infty) \times \mathbb{R}^n \to \mathbb{R}^n \) is a given continuous function, \( A \in \mathbb{R}^{n \times n} \) and \( u_0, u_1 \in \mathbb{R}^n \). By means of Schaefer’s fixed-point theorem and Banach’s contraction principle, the authors obtained the existence and uniqueness of solutions, as well as the stability results.

In recent years, Almeida et al. [12] considered the following \( \psi \)-Caputo fractional ordinary differential equations with initial conditions:

\[
\begin{cases}
  cD^{\alpha \psi}_{a+} u(t) = f(t, u(t)), & t \in J := [a, b], \\
  u(a) = u_a, \quad u^{[k]}_{\psi}(a) = u^{[k]}_a, & k = 1, \ldots, n - 1, 
\end{cases}
\]

where \( cD^{\alpha \psi}_{a+} \) is the \( \psi \)-Caputo fractional derivative of order \( n - 1 < \alpha \leq n \), \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) is a given continuous function and \( u_a, u^{[k]}_a \in \mathbb{R} \). By using some standard fixed point theorems, the authors obtained the existence and uniqueness of solutions.

Inspired by the above works, in this paper, we try to investigate some basic qualitative properties (existence, uniqueness, and stability of solutions) as well as the existence and uniqueness of extremal solution for the following initial value problem of the fractional differential equation of the form

\[
\begin{cases}
  cD^{\alpha \psi}_{a+} u(t) = f(t, u(t)), & t \in J := [a, b], \\
  u(a) = \theta_0, \quad u^{[1]}_{\psi}(a) = \theta_1, 
\end{cases}
\]

where \( cD^{\alpha \psi}_{a+} \) is the \( \psi \)-Caputo fractional derivatives such that \( 1 < \alpha \leq 2 \), \( f : J \times \mathbb{R} \to \mathbb{R} \) is a given function satisfying some assumptions that will be specified later and \( \theta_0, \theta_1 \in \mathbb{R} \). Moreover, we also extend the above problem to give a uniqueness results in the half line via Banach contraction principle coupled with Bielecki type norm.
Compared with the existing literature, this paper presents the following new features.

1. We present a class of fractional differential equations involving the $\psi$–Caputo fractional derivative on a bounded and unbounded domain.
2. From the choice of $\psi(t) = t$ and $\psi(t) = \ln t$, we have the problems with their respective solutions, for the Caputo and Caputo–Hadamard fractional derivatives, respectively. In addition to the integer case, by choosing $\psi(t) = t, \alpha = 2$.
3. The main tools used in our study are techniques of nonlinear analysis such as fixed point theorems (Banach’s contraction principle, Weissinger’s fixed point theorem, Schaefer’s fixed point theorem), and the monotone iterative technique combined with the method of upper and lower solutions. Moreover, by means of new generalizations of Gronwall’s inequality, we discuss different kinds of $E_{\alpha}$–Ulam stability.
4. New comparison results based on new Bielecki-type norm introduced by Sousa et al. [48].
5. The conditions imposed on the IVP (1) are weak.
6. The results obtained in this paper are generalizations of some results obtained in [31, 38].

2. Preliminaries and Background Materials

In this section, we present some basic notations, definitions, and preliminary results, which will be used throughout this paper.

Before introducing the basic facts on fractional operators, we recall three types of functions that are important in fractional calculus: the Gamma, Beta, and Mittag-Leffler functions.

**Definition 1** ([33]). The Gamma function, or second order Euler integral, denoted $\Gamma(\cdot)$ is defined as:

$$\Gamma(\alpha) = \int_{0}^{+\infty} e^{-t}t^{\alpha-1}dt, \quad \alpha > 0.$$ 

**Definition 2** ([33]). The Beta function, or the first order Euler function, can be defined as

$$B(\alpha, \beta) = \int_{0}^{1} (1 - t)^{\alpha-1}t^{\beta-1}dt, \quad \alpha, \beta > 0.$$ 

We use the following formula which expresses the beta function in terms of the gamma function:

$$B(\alpha, \beta) = \frac{\Gamma(\alpha)\Gamma(\beta)}{\Gamma(\alpha + \beta)}, \quad \alpha, \beta > 0.$$ 

The next function is a direct generalization of the exponential series.
Definition 3 ([28]). The one-parameter Mittag-Leffler function $E_\alpha(\cdot)$, is defined as:

$$E_\alpha(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + 1)}, \quad (z \in \mathbb{R}, \, \alpha > 0).$$

For $\alpha = 1$, this function coincides with the series expansion of $e^z$, i.e.,

$$E_1(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(k + 1)} = \sum_{k=0}^{\infty} \frac{z^k}{k!} = e^z.$$

Definition 4 ([28]). The Two-parameter Mittag-Leffler function $E_{\alpha,\beta}(\cdot)$, is defined as:

$$E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)}, \quad \alpha, \beta > 0 \, \text{and} \, z \in \mathbb{R}.$$

Now, we give some results and properties from the theory of fractional calculus. We begin by defining $\psi$-Riemann-Liouville fractional integrals and derivatives. In what follows,

Definition 5 ([10, 33]). For $\alpha > 0$, the left-sided $\psi$–Riemann-Liouville fractional integral of order $\alpha$ for an integrable function $u: J \rightarrow \mathbb{R}$ with respect to another function $\psi: J \rightarrow \mathbb{R}$ that is an increasing differentiable function such that $\psi'(t) \neq 0$, for all $t \in J$ is defined as follows

$$I^{\alpha;\psi}_{a+} u(t) = \frac{1}{\Gamma(\alpha)} \int_a^t \psi'(s)(\psi(t) - \psi(s))^{\alpha-1} u(s) ds,$$

where $\Gamma$ is the gamma function.

Definition 6 ([10]). Let $n \in \mathbb{N}$ and let $\psi, u \in C^n(J, \mathbb{R})$ be two functions such that $\psi$ is increasing and $\psi'(t) \neq 0$, for all $t \in J$. The left-sided $\psi$–Riemann–Liouville fractional derivative of a function $u$ of order $\alpha$ is defined by

$$D^{\alpha;\psi}_{a+} u(t) = \left( \frac{1}{\psi'(t)} \frac{d}{dt} \right)^n I^{\alpha;\psi}_{a+} u(t)$$

$$= \frac{1}{\Gamma(n - \alpha)} \left( \frac{1}{\psi'(t)} \frac{d}{dt} \right)^n \int_a^t \psi'(s)(\psi(t) - \psi(s))^{n-\alpha-1} u(s) ds,$$

where $n = [\alpha] + 1$.

Definition 7 ([10]). Let $n \in \mathbb{N}$ and let $\psi, u \in C^n(J, \mathbb{R})$ be two functions such that $\psi$ is increasing and $\psi'(t) \neq 0$, for all $t \in J$. The left-sided $\psi$-Caputo fractional derivative of $u$ of order $\alpha$ is defined by

$$cD^{\alpha;\psi}_{a+} u(t) = I^{n-\alpha;\psi}_{a+} \left( \frac{1}{\psi'(t)} \frac{d}{dt} \right)^n u(t),$$
where \( n = \lceil \alpha \rceil + 1 \) for \( \alpha \notin \mathbb{N} \), \( n = \alpha \) for \( \alpha \in \mathbb{N} \).

To simplify notation, we will use the abbreviated symbol

\[
\frac{d}{dt}^n u(t) = \left( \frac{1}{\psi'(t)} \right)^n u(t).
\]

From the definition, it is clear that

\[
\frac{d}{dt}^n u(t) = \left( \frac{1}{\psi'(t)} \right)^n u(t).
\]

This generalization (6) yields the Caputo fractional derivative operator when \( \psi(t) = t \). Moreover, for \( \psi(t) = \ln t \), it gives the Caputo–Hadamard fractional derivative.

We note that if \( u \in C^n(J, \mathbb{R}) \) the \( \psi \)-Caputo fractional derivative of order \( \alpha \) of \( u \) is determined as

\[
cD_{a+}^{\alpha;\psi} u(t) = D_{a+}^{\alpha;\psi} \left[ u(t) - \sum_{k=0}^{n-1} \frac{u^{[k]}(a)}{k!} (\psi(t) - \psi(a))^k \right].
\]

(see, for instance, [10, Theorem 3]).

**Lemma 1** ([12]). Let \( \alpha, \beta > 0 \), and \( u \in L^1(J, \mathbb{R}) \). Then

\[
\mathcal{I}_{a+}^{\alpha;\psi} \mathcal{I}_{a+}^{\beta;\psi} u(t) = \mathcal{I}_{a+}^{\alpha+\beta;\psi} u(t), \text{ a.e. } t \in J.
\]

In particular,

If \( u \in C(J, \mathbb{R}) \). Then \( \mathcal{I}_{a+}^{\alpha;\psi} \mathcal{I}_{a+}^{\beta;\psi} u(t) = \mathcal{I}_{a+}^{\alpha+\beta;\psi} u(t), t \in J. \)

Next, we recall the property describing the composition rules for fractional \( \psi \)-integrals and \( \psi \)-derivatives.

**Lemma 2** ([12]). Let \( \alpha > 0 \), The following holds:

If \( u \in C(J, \mathbb{R}) \) then

\[
cD_{a+}^{\alpha;\psi} \mathcal{I}_{a+}^{\alpha;\psi} u(t) = u(t), t \in J.
\]

If \( u \in C^n(J, \mathbb{R}) \), \( n - 1 < \alpha < n \). Then

\[
\mathcal{I}_{a+}^{\alpha;\psi} cD_{a+}^{\alpha;\psi} u(t) = u(t) - \sum_{k=0}^{n-1} \frac{u^{[k]}(a)}{k!} (\psi(t) - \psi(a))^k,
\]

for all \( t \in J \).

**Lemma 3** ([12, 33]). Let \( t > a, \ \alpha \geq 0, \text{ and } \beta > 0 \). Then

1. \( \mathcal{I}_{a+}^{\alpha;\psi} (\psi(t) - \psi(a))^{\beta-1} = \frac{\Gamma(\beta)}{\Gamma(\beta+\alpha)} (\psi(t) - \psi(a))^{\beta+\alpha-1}, \)
2. \( cD_{a+}^{\alpha;\psi} (\psi(t) - \psi(a))^{\beta-1} = \frac{\Gamma(\beta)}{\Gamma(\beta-\alpha)} (\psi(t) - \psi(a))^{\beta-\alpha-1}, \)
3. \( cD_{a+}^{\alpha;\psi} (\psi(t) - \psi(a))^k = 0, \text{ for all } k \in \{0, \ldots, n-1\}, n \in \mathbb{N}. \)

In the sequel, we will make use of the following generalizations of Gronwall’s lemmas.
Theorem 1 ([47]). Let $x, y$ be two integrable functions and $z$ continuous, with domain $[a, b]$. Let $\psi \in C^1(J, \mathbb{R}_+)$ an increasing function such that $\psi'(t) \neq 0, \forall t \in J$. Assume that

1. $x$ and $y$ are nonnegative
2. $z$ is nonnegative and nondecreasing. If

$$x(t) \leq y(t) + z(t) \int_a^t \psi'(s)(\psi(t) - \psi(s))^{\alpha-1}x(s)ds, \ t \in J.$$ 

Then

$$x(t) \leq y(t) + \int_a^t \sum_{n=0}^{\infty} \frac{(z(t)\Gamma(\alpha))^n}{\Gamma(n\alpha)} \psi'(s)(\psi(t) - \psi(s))^{n\alpha-1}y(s)ds, \ t \in J.$$ 

Corollary 1 ([47]). Under the hypotheses of Theorem 1, let $y$ be a nondecreasing function on $[a, b]$. Then, we have

$$x(t) \leq y(t) \mathbb{E}_\alpha (\Gamma(\alpha)z(t)(\psi(t) - \psi(a))^\alpha), \ t \in J.$$ 

where $\mathbb{E}_\alpha(\cdot)$ is a Mittag-Leffler function with one parameter.

Lemma 4 ([11]). Let $\alpha, \beta > 0$. Then for all $t \in J$ we have

$$T^{a\psi}_{a^+} \left( \mathbb{E}_\alpha (\beta(\psi(t) - \psi(a))^\alpha) \right) = \frac{1}{\beta} \left( \mathbb{E}_\alpha (\beta(\psi(t) - \psi(a))^\alpha - 1) \right).$$

Now, we recall some fixed point theorems that will be used later

Theorem 2 (Weissinger’s fixed point theorem [26]). Assume $(E, d)$ to be a non empty complete metric space and let $\beta_j \geq 0$ for every $j \in \mathbb{N}$ such that $\sum_{j=0}^{\infty} \beta_j$ converges. Furthermore, let the mapping $T : E \rightarrow E$ satisfy the inequality

$$d(T^ju, T^jv) \leq \beta_j d(u, v),$$

for every $j \in \mathbb{N}$ and every $u, v \in E$. Then, $T$ has a unique fixed point $u^*$. Moreover, for any $v_0 \in E$, the sequence $\{T^jv_0\}_{j=1}^{\infty}$ converges to this fixed point $u^*$.

Theorem 3 (Schaefer’s fixed point theorem [29]). Let $X$ be a Banach space, and $T : X \rightarrow X$ completely continuous operator. If the set

$$\Theta = \{u \in X : u = \lambda Tu, \ \text{for some} \ \lambda \in (0, 1)\},$$

is bounded, then $T$ has fixed points.

To conclude this section, we show the following lemma which has an important role in this paper.

Lemma 5 ([34]). Suppose that $V$ is a linear bounded operator defined on a Banach space $X$, and assume that $\|V\| < 1$. Then $(I - V)^{-1}$ is linear and bounded. Also

$$(I - V)^{-1} = \sum_{n=0}^{\infty} V^n,$$
the convergence of the series being in the operator norm, and
\[\|(I - V)^{-1}\| \leq \frac{1}{1 - \|V\|}.\]

For the existence of solutions for the problem (1) we need the following lemma:

**Lemma 6.** For a given \(h \in C(J, \mathbb{R})\), the unique solution of the linear fractional initial value problem

\[
\begin{cases}
\frac{cD^{\alpha;\psi}}{a^+} u(t) = h(t), & t \in J := [a, b], \\
u(a) = \theta_0, & u^{[1]}(a) = \theta_1,
\end{cases}
\]

is given by

\[
u(t) = \theta_0 + \theta_1(\psi(t) - \psi(a)) + \mathcal{I}_{a^+}^{\alpha;\psi} h(t)
= \theta_0 + \theta_1(\psi(t) - \psi(a)) + \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} h(s)ds.
\]

**Proof.** Firstly, we apply the \(\psi\)-Riemann-Liouville fractional integral of order \(\alpha\) to both sides of (8), and then use Lemma 2 to obtain

\[
u(t) = \mathcal{I}_{a}^{\alpha;\psi} h(t) + k_0 + k_1(\psi(t) - \psi(a)), & t \in J := [a, b],
\]

where \(k_0, k_1 \in \mathbb{R}\). Since \(u(a) = \theta_0\) and \(u^{[1]}(a) = \theta_1\), we deduce that

\[k_0 = \theta_0, \quad k_1 = \theta_1.\]

Substituting the above values of \(k_0\) and \(k_1\) into (10), we get the integral equation (9). The converse follows by direct computation which completes the proof. \(\square\)

We introduce the following conditions:

(H1) The function \(f : J \times \mathbb{R} \rightarrow \mathbb{R}\) is continuous.

(H2) There exists \(L > 0\) such that

\[|f(t, u) - f(t, v)| \leq L|u - v|, & t \in J, u, v \in \mathbb{R}.
\]

Now, we are ready to present our main results.

### 3. Existence result via Weissinger’s fixed point theorem

The first existence result is based on Weissinger’s fixed point theorem.

**Theorem 4.** Assume that (H1) and (H2) holds. Then there exists a unique solution of problem (1) on \(J\).
Proof. In view of Lemma 6 we define the operator $\mathcal{T} : C(J, \mathbb{R}) \to C(J, \mathbb{R})$ by

\begin{equation}
\mathcal{T} u(t) = \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} f(s, u(s)) ds \\
+ \theta_0 + \theta_1(\psi(t) - \psi(a)).
\end{equation}

(11)

It is obvious that $\mathcal{T}$ is well defined due to (H1). Also, from (11) the fixed points of operator $\mathcal{T}$ are solutions of IVP (1).

In order to prove the uniqueness of the solution for the IVP (1), we prove that the operator $\mathcal{T}$ has a unique fixed point. For this, we shall first prove that, for all $n \in \{0, 1, 2, \cdots\}, t \in J$ and $u, v \in C(J, \mathbb{R})$, the following inequality holds:

\begin{equation}
\|\mathcal{T}^n u - \mathcal{T}^n v\|_\infty \leq \frac{(L(\psi(b) - \psi(a))^\alpha)^n}{\Gamma(n\alpha + 1)} \|u - v\|_\infty.
\end{equation}

(12)

For $n = 0$, this statement is trivially true. We provide the proof of above inequality using mathematical induction. We assume that (12) is true for $n = k$ and prove it for $n = k + 1$. Given $u, v \in C(J, \mathbb{R})$ and $t \in J$, using (H2), we have

\begin{align*}
|\mathcal{T}^{k+1} u(t) - \mathcal{T}^{k+1} v(t)| &= |\mathcal{T}(\mathcal{T}^k u(t)) - \mathcal{T}(\mathcal{T}^k v(t))| \\
&\leq \frac{\int_a^t \psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} |f(s, \mathcal{T}^k u(s)) - f(s, \mathcal{T}^k v(s))| ds \\
&\leq \frac{L^{k+1}\|u - v\|_\infty}{\Gamma(k\alpha + 1)} \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} (\psi(s) - \psi(a))^{k\alpha} ds.
\end{align*}

Also note that

\begin{align*}
\int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} (\psi(s) - \psi(a))^{k\alpha} ds &= \frac{(\psi(t) - \psi(a))^{(k+1)\alpha}}{\Gamma(\alpha)} \\
\times \int_0^1 (1-y)^{\alpha-1} y^{k\alpha} dy \\
&= \frac{(\psi(t) - \psi(a))^{(k+1)\alpha}}{\Gamma(\alpha)} B(\alpha, k\alpha + 1) \\
&= \frac{\Gamma(k\alpha + 1)(\psi(t) - \psi(a))^{(k+1)\alpha}}{\Gamma((k+1)\alpha + 1)}.
\end{align*}

where we have used the variable substitution $y = \frac{\psi(s) - \psi(a)}{\psi(t) - \psi(a)}$, and the relationship between the the Beta function and the Gamma function given in (2).

Using the above arguments, we get

\begin{equation}
\|\mathcal{T}^{k+1} u - \mathcal{T}^{k+1} v\|_\infty \leq \frac{(L(\psi(b) - \psi(a))^\alpha)^{(k+1)}}{\Gamma((k+1)\alpha + 1)} \|u - v\|_\infty.
\end{equation}
Thus, by the principle of mathematical induction on \( n \), the statement (12) is true for each \( n \in \mathbb{N} \). We have now shown that the operator \( T \) satisfies the assumptions of Weissinger’s fixed point theorem with

\[
\beta_n = \frac{(L(\psi(b) - \psi(a))^\alpha)^n}{\Gamma(n\alpha + 1)}.
\]

By Definition 3, we have

\[
\sum_{n=0}^{\infty} \beta_n = \sum_{n=0}^{\infty} \frac{(L(\psi(b) - \psi(a))^\alpha)^n}{\Gamma(n\alpha + 1)} = \mathbb{E}_\alpha(L(\psi(b) - \psi(a))^\alpha).
\]

Hence, by Weissinger’s fixed point theorem, \( T \) has a unique fixed point. That is (1) has a unique solution. This completes the proof. \( \square \)

An immediate consequence of Theorem 4 is the following result which is useful in the forthcoming analysis.

**Corollary 2.** Let \( 1 < \alpha \leq 2 \) and \( p, q \in C(J, \mathbb{R}) \). Then the following linear fractional initial value problem

\[
\begin{aligned}
\frac{cD_{a+}^\alpha;\psi}{u(t)} - p(t)u(t) &= q(t), \quad t \in J := [a, b], \\
u(a) &= \theta_0, \quad u^{[1]}(a) = \theta_1,
\end{aligned}
\]

has a unique solution with the following integral form

\[
\begin{aligned}
u(t) &= \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} \times (q(s) + p(s)u(s)) \, ds \\
&\quad + \theta_0 + \theta_1(\psi(t) - \psi(a)).
\end{aligned}
\]

4. **Existence result via Schaefer’s fixed point theorem**

The next existence theorem is based on Schaefer’s fixed point theorem.

**Theorem 5.** Assume that the assumptions (H1) and (H2) are satisfied. Then the IVP (1) has at least one solution defined on \( J \).

**Proof.** Let \( \mathcal{T} \) be the operator defined in (11). We shall show that the operator \( \mathcal{T} \) is completely continuous. We split the proof into several steps.

**Step 1:** The operator \( \mathcal{T} \) is continuous. Suppose that \( \{ u_n \} \) is a sequence such that \( u_n \to u \) in \( C(J, \mathbb{R}) \) as \( n \to \infty \). Taking (H2) into consideration we get

\[
|\mathcal{T}u_n(t) - \mathcal{T}u(t)| \leq cD_{a+}^\alpha;\psi|f(t, u_n(t)) - f(t, u(t))| \leq \frac{L(\psi(b) - \psi(a))^\alpha}{\Gamma(\alpha + 1)} ||u_n - u||_\infty.
\]

Hence

\[
||\mathcal{T}u_n - \mathcal{T}u||_\infty \leq \frac{L(\psi(b) - \psi(a))^\alpha}{\Gamma(\alpha + 1)} ||u_n - u||_\infty.
\]
Since $u_n \to u$ as $n \to +\infty$, then equation (15) implies
\[
\|T u_n - T u\|_\infty \to 0 \text{ as } n \to +\infty,
\]
which implies the continuity of the operator $T$.

**Step 2:** $T$ maps bounded sets into bounded sets in $C(J, \mathbb{R})$. Indeed, it is enough to show that for any $r > 0$, there exists a positive constant $M$ such that for each $u \in B_r = \{u \in C(J, \mathbb{R}) : \|u\|_\infty \leq r\}$, we have $\|Tu\|_\infty \leq M$.

By the assumption (H2), we have
\[
|Tu(t)| \leq \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha - 1}}{\Gamma(\alpha)} \left(|f(s, u(s)) - f(s, 0)| + |f(s, 0)|\right)ds
+ |\theta_0| + |\theta_1|((\psi(t) - \psi(a))
\leq \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha - 1}}{\Gamma(\alpha)} (Lu(s) + |f(s, 0)|)ds
+ |\theta_0| + |\theta_1|((\psi(t) - \psi(a))
\leq \frac{(\psi(b) - \psi(a))^{\alpha}}{\Gamma(\alpha + 1)} (Lr + f^*) + |\theta_0| + |\theta_1|((\psi(b) - \psi(a)) := M,
\]
where
\[
f^* = \sup_{t \in J} |f(t, 0)|.
\]
Thus
\[
\|Tu\|_\infty \leq M.
\]

This proves that $T$ maps bounded sets into bounded sets in $C(J, \mathbb{R})$.

**Step 3:** $T$ maps bounded sets into equicontinuous sets of $C(J, \mathbb{R})$. For any $a < t_1 < t_2 < b$ and $u \in B_r$, we get
\[
|T(u)(t_2) - T(u)(t_1)|
\leq \frac{1}{\Gamma(\alpha)} \int_a^{t_1} \psi'(s) \left[((\psi(t_2) - \psi(s))^{\alpha - 1} - (\psi(t_1) - \psi(s))^{\alpha - 1}\right] |f(s, u(s))|ds
+ \frac{1}{\Gamma(\alpha)} \int_{t_1}^{t_2} \psi'(s)(\psi(t_2) - \psi(s))^{\alpha - 1} |f(s, u(s))|ds + |\theta_1| ((\psi(t_2) - \psi(t_1))
\leq \frac{Lr + f^*}{\Gamma(\alpha + 1)} \left[((\psi(t_2) - \psi(a))^{\alpha} - (\psi(t_1) - \psi(a))^{\alpha}\right] + |\theta_1| ((\psi(t_2) - \psi(t_1))
\]

Therefore,
\[
\|T(u)(t_2) - T(u)(t_1)\| \leq \frac{Lr + f^*}{\Gamma(\alpha + 1)} \left[((\psi(t_2) - \psi(a))^{\alpha} - (\psi(t_1) - \psi(a))^{\alpha}\right]
+ |\theta_1| ((\psi(t_2) - \psi(t_1))
\]

As $t_2 \to t_1$, the right-hand side of the above inequality tends to zero independently of $u \in B_r$. As a consequence of Steps 1 to 3 together with the Ascoli–Arzelà theorem, we can conclude that $T : C(J, \mathbb{R}) \to C(J, \mathbb{R})$ is
completely continuous.

**Step 4:** A priori bounds.

Now it remains to show that the set

\[ \Theta = \{ u \in C(J, \mathbb{R}) : u = \lambda T u, \text{ for some } \lambda \in (0, 1) \} \]

is bounded. Let \( u \in C(J, \mathbb{R}) \), then \( u = \lambda T u \) for some \( 0 < \lambda < 1 \). Thus, for each \( t \in J \) we have

\[
|u(t)| = |\lambda T u(t)| \leq |T u(t)| \leq |\theta_0| + |\theta_1| (\psi(t) - \psi(a)) \\
+ \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} |f(s, u(s))|ds.
\]

It follows from assumption (H2), that for every \( t \in J \)

\[
|u(t)| \leq |\theta_0| + |\theta_1| (\psi(t) - \psi(a)) + \frac{f^*(\psi(t) - \psi(a))^\alpha}{\Gamma(\alpha + 1)} \\
+ L \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} |u(s)|ds
\]

\[
= y(t) + L \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} |u(s)|ds
\]

where \( y(t) \) is given by

\[
y(t) = |\theta_0| + |\theta_1| (\psi(t) - \psi(a)) + \frac{f^*(\psi(t) - \psi(a))^\alpha}{\Gamma(\alpha + 1)}.
\]

Since \( y(t) \) is nondecreasing function on \( J \). Applying the Gronwall inequality Eq. (7), we conclude that

\[
|u(t)| \leq y(t) \mathbb{E}_\alpha \left( L (\psi(t) - \psi(a))^\alpha \right), \quad t \in J.
\]

Hence

\[
\|u\| \leq y(b) \mathbb{E}_\alpha \left( L (\psi(b) - \psi(a))^\alpha \right).
\]

This shows that the set \( \Theta \) is bounded. As a consequence of Schaefer’s fixed point theorem, we deduce that \( T \) has a fixed point which is a solution of problem (1). □

5. Existence result via monotone iterative technique.

In this section, we prove the existence and uniqueness of solution for (11) by monotone iterative technique combined with the method of upper and lower solutions.

**Definition 8.** A function \( v_0 \in C(J, \mathbb{R}) \) is called a lower solution of (11), if it satisfies

\[
v_0(t) \leq \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} f(s, v_0(s))ds \\
+ \theta_0 + \theta_1 (\psi(t) - \psi(a)).
\]
It is said to be an upper solution if the inequality is reversed.

Now, we prove the following comparison result, which plays an important role in our further discussion.

**Lemma 7** (Comparison result). Let \( \alpha \in (1, 2] \) be fixed and \( p \in C(J, \mathbb{R}^+) \). If \( \gamma \in C(J, \mathbb{R}) \) satisfies the following inequalities

\[
\gamma(t) \leq \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha - 1}}{\Gamma(\alpha)} p(s) \gamma(s) ds, \quad t \in J,
\]

then \( \gamma(t) \leq 0 \) for all \( t \in J \).

**Proof.** Consider the Banach space \( C(J, \mathbb{R}) \) equipped with a Bielecki norm type \( \| \cdot \|_B \) defined as below

\[
\|v\|_B := \sup_{t \in J} \frac{|v(t)|}{E_\alpha(\beta(\psi(t) - \psi(a))^{\alpha})},
\]

where \( E_\alpha(\cdot) \) is the Mittag–Leffler function which is given in Definition 3. (for more properties on Bielecki type norm see [25, 48]).

Define an operator \( V : C(J, \mathbb{R}) \rightarrow C(J, \mathbb{R}) \) by

\[
V \gamma(t) = \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha - 1}}{\Gamma(\alpha)} p(s) \gamma(s) ds.
\]

Note that \( V \gamma(t) \leq 0 \) for all \( \gamma \in C(J, \mathbb{R}) \) if \( \gamma(t) \leq 0, \ t \in J \). Now

\[
|V \gamma(t)| \leq \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha - 1}}{\Gamma(\alpha)} p(s)|\gamma(s)| ds
\]

\[
\leq p^* \| \gamma \|_B \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha - 1}}{\Gamma(\alpha)} E_\alpha(\beta(\psi(s) - \psi(a))^{\alpha}) ds,
\]

where \( p^* = \sup_{t \in J} p(t) \). Also note that

\[
T_{a+}^{\alpha_\psi}(E_\alpha(\beta(\psi(t) - \psi(a))^{\alpha})) = \frac{1}{\beta}(E_\alpha(\beta(\psi(t) - \psi(a))^{\alpha}) - 1).
\]

Using the above arguments, we have

\[
\|V \gamma\|_B \leq \frac{p^* \| \gamma \|_B}{\beta} \left(1 - \frac{1}{E_\alpha(\beta(\psi(t) - \psi(a))^{\alpha})}\right).
\]

Since \( E_\alpha(\cdot) \) is a monotone increasing function on \( J \), we have

\[
\|V \gamma\|_B \leq \frac{p^* \| \gamma \|_B}{\beta}.
\]

which implies that

\[
\|V\| \leq \frac{p^*}{\beta}.
\]
Since we can choose $\beta > 0$ sufficiently large such that
\[
\frac{p^*}{\beta} < 1,
\]
it follows that
\[
\|V\| < 1.
\]
Hence, by Lemma 5, we conclude that $(I - V)^{-1}$ is a bounded linear operator satisfying
\[
(I - V)^{-1} = \sum_{n=0}^{\infty} V^n.
\]
Now, if $u(t) \leq 0$, $t \in J$. Then
\[
(I - V)^{-1}u(t) = \sum_{n=0}^{\infty} V^n u(t) \leq 0.
\]
Moreover, Eq (17) can be written as
\[
(I - V)\gamma(t) \leq 0.
\]
Applying $(I - V)^{-1}$ on both sides of the above inequality, one can get
\[
\gamma(t) \leq 0. \quad \square
\]

The following functional interval plays a fundamental role in our discussion.
\[
[v_0, w_0] = \{u \in C(J, \mathbb{R}) : v_0(t) \leq u(t) \leq w_0(t), \quad t \in J\}.
\]
In this section, we will apply the monotone iterative method to present a result of the existence and uniqueness of the solution of equation (11).

**Theorem 6.** Assume that (H1) holds. In addition assume that:

- (H3) There exist $v_0, w_0 \in C(J, \mathbb{R})$ such that $v_0$ and $w_0$ are lower and upper solutions of (11), respectively, with $v_0(t) \leq w_0(t), t \in J$.
- (H4) There exists $p \in C(J, \mathbb{R}^+)$ such that
  \[
  f(t, v(t)) - f(t, u(t)) \geq p(t)(v(t) - u(t)), \quad t \in J,
  \]
  and $v_0(t) \leq u(t) \leq v(t) \leq w_0(t)$.

Then there exist monotone iterative sequences $\{v_n\}, \{w_n\} \subset [v_0, w_0]$ such that $v_n \to v^*$, $w_n \to w^*$ as $n \to \infty$ uniformly in $[v_0, w_0]$, and $v^*, w^*$ are a minimal and a maximal solution the (11) in $[v_0, w_0]$, respectively and the following relation holds
\[
v_0(t) \leq v_1(t) \leq \cdots \leq v_n(t) \leq \cdots \\
\leq w_n(t) \leq \cdots \leq w_1(t) \leq w_0(t), \quad t \in J.
\]
Proof. First, for any \( v_0(t), w_0(t) \in C(J, \mathbb{R}) \), we define two sequences \( \{v_n\}, \{w_n\} \) satisfying the following linear integral equation:

\[
v_{n+1}(t) = \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} (f(s, v_n(s)) + p(s)(v_{n+1}(s) - v_n(s))) ds \\
+ \theta_0 + \theta_1(\psi(t) - \psi(a)) \quad t \in J,
\]

and

\[
w_{n+1}(t) = \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} (f(s, w_n(s)) + p(s)(w_{n+1}(s) - w_n(s))) ds \\
+ \theta_0 + \theta_1(\psi(t) - \psi(a)), \quad t \in J.
\]

By Corollary 2, we know that (20) and (21) have unique solutions in \( C(J, \mathbb{R}) \).

For clarity, we will divide the remain of the proof into several steps.

**Step 1:** We show that the sequences \( v_n(t), w_n(t) \) \( (n \geq 1) \) are lower and upper solutions of (11), respectively and the relation (19) holds.

First, we prove that

\[
v_0(t) \leq v_1(t) \leq w_1(t) \leq w_0(t), \quad t \in J.
\]

Set \( \gamma(t) = v_0(t) - v_1(t) \). From (20) and Definition 8, we obtain

\[
\gamma(t) \leq \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} p(s) \gamma(s) ds, \quad t \in J.
\]

By Lemma 7, \( \gamma(t) \leq 0 \), for \( t \in J \). That is, \( v_0(t) \leq v_1(t) \). Similarly, we can show that \( w_1(t) \leq w_0(t) \), \( t \in J \).

Now, let \( \gamma(t) = v_1(t) - w_1(t) \). From (20), (21) and (H4), we get

\[
\gamma(t) = \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} (f(s, v_0(s)) - f(s, w_0(s))) ds \\
+ \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} p(s)(v_1(s) - w_1(s)) ds \\
\leq \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} p(s) \gamma(s) ds.
\]

By Lemma 7, we get \( v_1(t) \leq w_1(t) \), \( t \in J \).

Secondly, we show that \( x_1(t), y_1(t) \) are lower and upper solutions of (11), respectively. Since \( v_0 \) and \( w_0 \) are lower and upper solutions of (11), by (H4), it follows that

\[
v_1(t) = \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} (f(s, v_0(s)) + p(s)(v_1(s) - v_0(s))) ds \\
+ \theta_0 + \theta_1(\psi(t) - \psi(a)) \\
\leq \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} f(s, v_1(s)) ds + \theta_0 + \theta_1(\psi(t) - \psi(a)).
\]
Therefore, $v_1(t)$ is a lower solution of (11). Similarly, it can be obtained that $v_1(t)$ is an upper solution of (11).

By the above arguments and mathematical induction, we can show that the sequences $v_n(t), w_n(t), (n \geq 1)$ are lower and upper solutions of (11), respectively and the relation (19) holds.

**Step 2**: The sequences $\{v_n(t)\}, \{w_n(t)\}$ converge uniformly to their limit functions $v^*(t), w^*(t)$, respectively.

Clearly, the uniform boundedness of sequences $\{v_n(t)\}, \{w_n(t)\}$ follows from (19). Moreover, From the proof of Theorem 5 (Step 3), we can conclude that sequences $\{v_n(t)\}, \{w_n(t)\}$ are equicontinuous. Hence by Ascoli–Arzelá theorem $\{v_n(t)\}, \{w_n(t)\}$ have a convergent subsequences. Combining this with the monotonicity of (19) it follows that $\{v_n(t)\}, \{w_n(t)\}$ are uniformly convergent. That is,

$$
\lim_{n \to \infty} v_n(t) = v^*(t) \quad \text{and} \quad \lim_{n \to \infty} w_n(t) = w^*(t), \quad t \in J
$$

and the limit functions $v^*, w^*$ satisfy (11).

**Step 3**: We prove that $v^*$ and $w^*$ are extremal solutions of (11) in $[v_0, w_0]$.

Let $u \in [v_0, w_0]$ be any solution of (11). We assume that the following relation holds for some $n \in \mathbb{N}$:

$$
(23) \quad v_n(t) \leq u(t) \leq w_n(t), \quad t \in J.
$$

Let $\gamma(t) = v_{n+1}(t) - u(t)$. Then by (H4), we have

$$
\gamma(t) = \int_a^t \frac{\psi(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)}(f(s, v_n(s)) - f(s, u(s)))ds \\
+ \int_a^t \frac{\psi(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} p(s)(v_{n+1}(s) - v_n(s))ds \\
\leq \int_a^t \frac{\psi(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} p(s)\gamma(s)ds.
$$

Invoking Lemma 7, we conclude that $\gamma(t) \leq 0$, $t \in J$, which means

$$
v_{n+1}(t) \leq u(t), \quad t \in J.
$$

Using the same method, we can show that

$$
u(t) \leq w_{n+1}(t), \quad t \in J.
$$

Hence, we have

$$
v_{n+1}(t) \leq u(t) \leq w_{n+1}(t), \quad t \in J.
$$

Therefore, (23) holds on $J$ for all $n \in \mathbb{N}$. Taking the limit as $n \to \infty$ on both sides of (23), we get

$$
v^* \leq u \leq w^*.
$$

Therefore $v^*, w^*$ are the extremal solutions of (11) in $[v_0, w_0]$. Clearly $v^*$ and $w^*$ are the solutions of (1). This completes the proof. \qed
Now, we shall prove the uniqueness of the solution of the the problem \((11)\) by monotone iterative technique.

**Theorem 7.** Assume that all assumptions of Theorem 6 hold. In addition, we assume that

\((H5)\) There exists \(\tilde{p} \in C(J, \mathbb{R}^+)\) such that

\[
f(t, v(t)) - f(t, u(t)) \leq \tilde{p}(t)(v(t) - u(t)), \quad t \in J,
\]

and \(v_0(t) \leq u(t) \leq v(t) \leq w_0(t)\).

Then \((11)\) has a unique solution between \(v_0\) and \(w_0\), which can be obtained by a monotone iterative procedure starting from \(v_0\) or \(w_0\).

**Proof.** From the Theorem 6, we know that \(v^*(t)\) and \(w^*(t)\) are the extremal solutions of \((11)\) and \(v^*(t) \leq w^*(t), \ t \in J\). It is sufficient to prove \(v^*(t) \geq w^*(t), \ t \in J\). In fact, let \(\gamma(t) = w^*(t) - v^*(t), \ t \in J\), in view of \((H5)\), we have

\[
\gamma(t) = \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)}(f(s, w^*(s)) - f(s, v^*(s)))ds 
\leq \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)}\tilde{p}(s)s\gamma(s)ds.
\]

From Lemma 7, it follows that \(\gamma(t) \leq 0, \ t \in J\). Hence, we obtain

\[
v^*(t) \geq w^*(t), \ t \in J.
\]

Therefore, \(v^* \equiv w^*\) is the unique solution of \((11)\) in \([v_0, w_0]\). That is the Cauchy problem \((1)\) has a unique solution in \([v_0, w_0]\). This ends the proof of Theorem 7. \(\square\)

6. **Uniqueness result on an unbounded domain**

By using Banach’s fixed point theorem, we give in this subsection our last uniqueness theorem concerning the IVP \((1)\) on unbounded domain i.e in the case \(J' = [a, +\infty)\). Before proceeding to the main results, we start by the following lemma.

**Lemma 8.** Let

\[
\mathcal{X} = \{v \in C(J', \mathbb{R}) : \sup_{t \geq a} \frac{v(t)}{E_\alpha(\beta(\psi(t) - \psi(a))^\alpha)} < +\infty, \ \beta > 0\}.
\]

equipped with a norm,

\[
\|v\|_\mathcal{X} = \sup_{t \geq a} \frac{|v(t)|}{E_\alpha(\beta(\psi(t) - \psi(a))^\alpha)}.
\]

Then, \((\mathcal{X}, \|\cdot\|_\mathcal{X})\) is a Banach space.
Proof. We only prove that the space $\mathbb{X}$ is complete. To do this, let $\{v_n\}$ be a Cauchy sequence in the space $\mathbb{X}$. Then, for any given $\varepsilon > 0$ and any $t \geq a$, there exists a constant $n_\varepsilon > 0$, such that for $n, m \geq n_\varepsilon$, we have,

$$\frac{|v_n(t) - v_m(t)|}{E_\alpha(\beta(\psi(t) - \psi(a))^\alpha)} \leq \|v_n - v_m\| < \varepsilon,$$

so $\{v_n(t)/E_\alpha(\beta(\psi(t) - \psi(a))^\alpha)\}$ is a Cauchy sequence in $\mathbb{R}$. So, there exists a $\tilde{v}(t)$ such that

$$\lim_{n \to +\infty} \frac{v_n(t)}{E_\alpha(\beta(\psi(t) - \psi(a))^\alpha)} = \tilde{v}(t), \ t \geq a.$$

Let $\varepsilon > 0$; there exists $n_\varepsilon \in \mathbb{N}$ such that for $k, l \geq n_\varepsilon$, we have $\|v_k - v_l\| < \varepsilon$; therefore

$$\frac{|v_k(t) - v_l(t)|}{E_\alpha(\beta(\psi(t) - \psi(a))^\alpha)} < \varepsilon, \text{ for any } t \geq a,$$

let $l \to +\infty$, we have

$$\left| \frac{v_k(t)}{E_\alpha(\beta(\psi(t) - \psi(a))^\alpha)} - \tilde{v}(t) \right| < \varepsilon, \ t \geq a, \ k \geq n_\varepsilon. \quad (24)$$

So, $\|v_k - v\| \leq \varepsilon$, where $v(t) = \tilde{v}(t)E_\alpha(\beta(\psi(t) - \psi(a))^\alpha)$. On the other hand,

$$\sup_{t \geq a} \frac{|v(t)|}{E_\alpha(\beta(\psi(t) - \psi(a))^\alpha)} \leq \sup_{t \geq a} \left| \tilde{v}(t) - \frac{v_k(t)}{E_\alpha(\beta(\psi(t) - \psi(a))^\alpha)} \right| + \frac{|v_k(t)|}{E_\alpha(\beta(\psi(t) - \psi(a))^\alpha)} < +\infty.$$

It remains to be shown that $v(t) \in C[a, +\infty)$, so it is sufficient to prove that $\tilde{v}(t) \in C[a, +\infty)$. From the continuity of $v_k(t)/E_\alpha(\beta(\psi(t) - \psi(a))^\alpha)$ on $[a, +\infty)$ and (24), for any $t' \in [a, +\infty)$, there exists a $\delta > 0$ such that $|t - t'| < \delta$ implies

$$|\tilde{v}(t) - \tilde{v}(t')| \leq \left| \tilde{v}(t) - \frac{v_k(t)}{E_\alpha(\beta(\psi(t) - \psi(a))^\alpha)} \right|$$

$$+ \left| \frac{v_k(t)}{E_\alpha(\beta(\psi(t) - \psi(a))^\alpha)} - \frac{v_k(t')}{E_\alpha(\beta(\psi(t') - \psi(a))^\alpha)} \right|$$

$$+ \left| \frac{v_k(t')}{E_\alpha(\beta(\psi(t') - \psi(a))^\alpha)} - \tilde{v}(t') \right|$$

$$\leq 2 \sup_{t \geq a} \left| \tilde{v}(t) - \frac{v_k(t)}{E_\alpha(\beta(\psi(t) - \psi(a))^\alpha)} \right| + \varepsilon \leq 3\varepsilon. \quad (25)$$

Thus, $\tilde{v}(t) \in C[a, +\infty)$. \qed
To simplify the notation, we will use the abbreviated symbol
\[ G^\alpha_{\psi}(t,s) = \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)}. \]

**Theorem 8.** Assume that (H1) and (H2) holds for each \( t \in J' \). Then there exists a unique solution of problem (1) on \( J' := [a, \infty) \).

**Proof.** In view of Lemma 6 we define the operator \( T : \mathbb{X} \rightarrow \mathbb{X} \) by
\[ Tu(t) = \theta_0 + \theta_1(\psi(t) - \psi(a)) + \int_a^t G^\alpha_{\psi}(t,s) f(s,u(s))ds, \quad t \in J'. \]

In order to prove uniqueness of the solution for the IVP (1) on \( J' \), we prove that the operator \( T \) has a unique fixed point. For this, we shall show that \( T \) is a contraction. Given \( u, v \in \mathbb{X} \) and \( t \in J' \), using (H2), and Lemma 4, we have
\[ |Tu(t) - Tv(t)| \leq \int_a^t G^\alpha_{\psi}(t,s) \frac{L|u(s) - v(s)|}{E_\alpha(\beta(\psi(s) - \psi(a))^\alpha)} E_\alpha(\beta(\psi(t) - \psi(a))^\alpha)ds \]
\[ \leq \frac{L}{\beta} \left( E_\alpha(\beta(\psi(t) - \psi(a))^\alpha - 1) \right) \|u - v\|_\mathbb{X}. \]

Hence, we have
\[ \|Tu - Tv\|_\mathbb{X} \leq \frac{L}{\beta} \left( 1 - \frac{1}{E_\alpha(\beta(\psi(t) - \psi(a))^\alpha)} \right) \|u - v\|_\mathbb{X}. \]

Note that \( E_\alpha(\cdot) \) is a monotone increasing function on \( J' \), then we get
\[ \|Tu - Tv\|_\mathbb{X} \leq \frac{L}{\beta} \|u - v\|_\mathbb{X}. \]

Since we can choose \( \beta > 0 \) sufficiently large such that
\[ \frac{L}{\beta} < 1, \]

it follows that
\[ \|Tu - Tv\|_\mathbb{X} \leq \|u - v\|_\mathbb{X}. \]

It follows that the mapping \( T \) is a contraction. Hence, by the Banach fixed point theorem, \( T \) has a unique fixed point which is a unique solution of the initial value problem (1) on \( J' := [a, \infty) \). This completes the proof. \( \Box \)

7. \( E_\alpha \)-Ulam–Hyers stability analysis

In this section, we study \( E_\alpha \)-Ulam-Hyers, generalized \( E_\alpha \)-Ulam-Hyers, \( E_\alpha \)-Ulam-Hyers-Rassias, and generalized \( E_\alpha \)-Ulam-Hyers-Rassias stability of problem (1).
Now, we consider the $E_\alpha$–Ulam–Hyers stability for problem (1). Let $\varepsilon > 0, L_f \geq 0$ and $\Phi : J \rightarrow \mathbb{R}^+$, be a continuous function. We consider the following inequalities:

\begin{align}
(26) & \quad |cD_{a+}^{\alpha;\psi} v(t) - f(t, v(t))| \leq \varepsilon, \quad t \in J; \\
(27) & \quad |cD_{a+}^{\alpha;\psi} v(t) - f(t, v(t))| \leq \Phi(t), \quad t \in J; \\
(28) & \quad |cD_{a+}^{\alpha;\psi} v(t) - f(t, v(t))| \leq \varepsilon\Phi(t), \quad t \in J.
\end{align}

**Definition 9** ([51, 52]). Equation (1) is $E_\alpha$–Ulam–Hyers stable if there exists a real number $c > 0$ such that, for each $\varepsilon > 0$ and for each solution $v \in C(J, \mathbb{R})$ of inequalities (26), there exists a solution $u \in C(J, \mathbb{R})$ of (1) with

$$|v(t) - u(t)| \leq c\varepsilon \mathbb{E}_\alpha \left(L_f(\psi(t) - \psi(a))^\alpha\right), \quad t \in J.$$

**Definition 10** ([51, 52]). Equation (1) is generalized $E_\alpha$–Ulam–Hyers stable if there exists $\omega : C(\mathbb{R}_+, \mathbb{R}_+) \rightarrow \mathbb{R}_+$ with $\omega(0) = 0$ such that, for each $\varepsilon > 0$ and for each solution $v \in C(J, \mathbb{R})$ of inequalities (26), there exists a solution $u \in C(J, \mathbb{R})$ of (1) with

$$|v(t) - u(t)| \leq \omega(\varepsilon) \mathbb{E}_\alpha \left(L_f(\psi(t) - \psi(a))^\alpha\right), \quad t \in J.$$

**Definition 11** ([51, 52]). Equation (1) is $E_\alpha$–Ulam–Hyers–Rassias stable with respect to $\Phi$ if there exists a real number $c_\Phi > 0$ such that, for each $\varepsilon > 0$ and for each solution $v \in C(J, \mathbb{R})$ of inequalities (28), there exists a solution $u \in C(J, \mathbb{R})$ of (1) with

$$|v(t) - u(t)| \leq c_\Phi \varepsilon\Phi(t) \mathbb{E}_\alpha \left(L_f(\psi(t) - \psi(a))^\alpha\right), \quad t \in J.$$

**Definition 12** ([51, 52]). Equation (1) is generalized $E_\alpha$–Ulam–Hyers–Rassias stable with respect to $\Phi$ if there exists a real number $c_\Phi > 0$ such that, for each $\varepsilon > 0$ and for each solution $v \in C(J, \mathbb{R})$ of inequalities (27), there exists a solution $u \in C(J, \mathbb{R})$ of (1) with

$$|v(t) - u(t)| \leq c_\Phi \Phi(t) \mathbb{E}_\alpha \left(L_f(\psi(t) - \psi(a))^\alpha\right), \quad t \in J.$$

**Remark 1** ([51, 52]). It is clear that

(i) Definition 9 $\Rightarrow$ Definition 10,

(ii) Definition 11 $\Rightarrow$ Definition 12,

(iii) Definition 11 for $\Phi(\cdot) = 1$ $\Rightarrow$ Definition 9.

**Remark 2** ([51, 52]). A function $v \in C(J, \mathbb{R})$ is a solution of inequality (26) if and only if there exists a function $g \in C(J, \mathbb{R})$ (which depends on solution $v$) such that

(i) $|g(t)| \leq \varepsilon, \quad t \in J.$

(ii) $cD_{a+}^{\alpha;\psi} v(t) = f(t, v(t)) + g(t), \quad t \in J.$
Remark 3 ([51, 52]). A function $v \in C(\mathcal{J}, \mathbb{R})$ is a solution of inequality (28) if and only if there exists a function $g \in C(\mathcal{J}, \mathbb{R})$ (which depends on solution $v$) such that

\begin{itemize}
  \item[(i)] $|g(t)| \leq \varepsilon \Phi(t)$, \quad $t \in \mathcal{J}$.
  \item[(ii)] $cD_{a^+}^{\alpha, \psi} v(t) = f(t, v(t)) + g(t)$, \quad $t \in \mathcal{J}$.
\end{itemize}

Now, we discuss the $\mathbb{E}_\alpha$–Ulam-Hyers stability of solution to the problem (1). The arguments are based on the Gronwall inequality Eq. (7).

**Theorem 9.** Assume that (H1) and (H2) hold. Then problem (1) is $\mathbb{E}_\alpha$–Ulam–Hyers stable on $\mathcal{J}$ and consequently generalized $\mathbb{E}_\alpha$–Ulam–Hyers stable.

**Proof.** Let $\varepsilon > 0$ and let $v \in C(\mathcal{J}, \mathbb{R})$ be a function which satisfies the inequality (26) and let $u \in C(\mathcal{J}, \mathbb{R})$ the unique solution of the following problem

\[
\begin{cases}
  cD_{a^+}^{\alpha, \psi} u(t) = f(t, u(t)), & t \in \mathcal{J} := [a, b], \\
u(a) = \theta_0, & u[1]_{\psi}(a) = \theta_1.
\end{cases}
\]

By Lemma 6, we have

\[
u(t) = \theta_0 + \theta_1(\psi(t) - \psi(a)) + \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} f(s, u(s))ds.
\]

Since we have assumed that $v$ is a solution of (26), hence we have by Remark 2.

\[
\begin{cases}
  cD_{a^+}^{\alpha, \psi} v(t) = f(t, v(t)) + g(t), & t \in \mathcal{J} := [a, b], \\
v(a) = \theta_0, & v[1]_{\psi}(a) = \theta_1.
\end{cases}
\]

Again by Lemma 6, we have

\[
v(t) = \theta_0 + \theta_1(\psi(t) - \psi(a)) + \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} (f(s, v(s)) + g(s))ds.
\]

On the other hand, we have, for each $t \in \mathcal{J}$

\[
|v(t) - u(t)| \leq \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} |g(s)|ds \quad + \quad \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} |f(s, v(s)) - f(s, u(s))|ds.
\]

Hence using part (i) of Remark 2, and (H2) we can get

\[
|v(t) - u(t)| \leq \frac{(\psi(t) - \psi(a))^{\alpha}}{\Gamma(\alpha + 1)} \varepsilon + L \int_a^t \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} |v(s) - u(s)|ds.
\]

Applying Corollary 1 (the Gronwall inequality Eq. (7)), to above inequality with $x(t) = |v(t) - u(t)|$, $y(t) = \frac{(\psi(t) - \psi(a))^{\alpha}}{\Gamma(\alpha + 1)} \varepsilon$ and $z(t) = \frac{L}{\Gamma(\alpha)}$. Since $y(t)$ is nondecreasing function on $\mathcal{J}$, we conclude that

\[
|v(t) - u(t)| \leq y(t)E_{\alpha} \left( L (\psi(t) - \psi(a))^{\alpha} \right), \quad t \in \mathcal{J}.
\]
Which yields that
\[
|v(t) - u(t)| \leq \frac{(\psi(b) - \psi(a))^{\alpha}}{\Gamma(\alpha + 1)} E_{\alpha} \left( L(\psi(t) - \psi(a))^{\alpha} \right) \varepsilon, \quad t \in J.
\]
(29)

Taking for simplicity
\[c = \frac{(\psi(b) - \psi(a))^{\alpha}}{\Gamma(\alpha + 1)},\]
then (29) becomes
\[
|v(t) - u(t)| \leq c \varepsilon E_{\alpha} \left( L(\psi(t) - \psi(a))^{\alpha} \right), \quad t \in J.
\]
Thus, the problem (1) is $E_{\alpha}$–Ulam-Hyers stable. Further, if we set $\omega(\varepsilon) = c \varepsilon; \omega(0) = 0$, then the problem (1) is generalized $E_{\alpha}$–Ulam-Hyers stable. This completes the proof. □

Now we are ready to state our $E_{\alpha}$–Ulam–Hyers–Rassias stability result.

**Theorem 10.** Assume that (H1) and (H2) hold and the following hypothesis hold:

(H6) There exists an increasing function $\Phi \in C(J, R_{+})$ and there exists $\lambda_{\Phi} > 0$ such that for any $t \in J$
\[
I_{a}^{\alpha;\psi} \Phi(t) \leq \lambda_{\Phi} \Phi(t).
\]
Then, the problem (1) is $E_{\alpha}$–Ulam–Hyers–Rassias stable and consequently generalized $E_{\alpha}$–Ulam–Hyers–Rassias stable.

**Proof.** Let $\varepsilon > 0$ and let $v \in C(J, R)$ be a function which satisfies the inequality (28) and let $u \in C(J, R)$ the unique solution of the following problem
\[
\begin{aligned}
&c D_{a}^{\alpha;\psi} u(t) = f(t, u(t)), \quad t \in J := [a, b], \\
&u(a) = \theta_{0}, \quad u_{[1]}^{\psi}(a) = \theta_{1}.
\end{aligned}
\]
By Lemma 6, we have
\[
u(t) = \theta_{0} + \theta_{1}(\psi(t) - \psi(a)) + \int_{a}^{t} \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} f(s, u(s))ds.
\]
Since we have assumed that $v$ is a solution of (28), hence we have by Remark 3.
\[
\begin{aligned}
&c D_{a}^{\alpha;\psi} v(t) = f(t, v(t)) + g(t), \quad t \in J := [a, b], \\
v(a) = \theta_{0}, \quad v_{[1]}^{\psi}(a) = \theta_{1}.
\end{aligned}
\]
Again by Lemma 6, we have
\[
u(t) = \theta_{0} + \theta_{1}(\psi(t) - \psi(a)) + \int_{a}^{t} \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} (f(s, v(s)) + g(s))ds.
\]
On the other hand, we have, for each $t \in J$
\[
|v(t) - u(t)| \leq \int_{a}^{t} \frac{\psi'(s)(\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} |g(s)|ds.
\]
\[ + \int_{a}^{t} \frac{\psi'(s)(\psi(t) - \psi(s))^\alpha - 1}{\Gamma(\alpha)} |f(s, v(s)) - f(s, u(s))| \, ds. \]

Hence using part (i) of Remark 3, (H2) and (H6) we can get
\[
|v(t) - u(t)| \leq \varepsilon \int_{a}^{t} \frac{\psi'(s)(\psi(t) - \psi(s))^\alpha - 1}{\Gamma(\alpha)} \Phi(s) \, ds \\
+ L \int_{a}^{t} \frac{\psi'(s)(\psi(t) - \psi(s))^\alpha - 1}{\Gamma(\alpha)} |v(s) - u(s)| \, ds \\
\leq \varepsilon \lambda \Phi(t) + \frac{L}{\Gamma(\alpha)} \int_{a}^{t} \psi'(s)(\psi(t) - \psi(s))^\alpha - 1 |v(s) - u(s)| \, ds.
\]

Applying Corollary 1 (the Gronwall inequality Eq. (7)), to above inequality with \( x(t) = |v(t) - u(t)|, y(t) = \varepsilon \lambda \Phi(t) \) and \( z(t) = \frac{L}{\Gamma(\alpha)} \). Since \( y(t) \) is nondecreasing function on \( J \), we conclude that
\[ |v(t) - u(t)| \leq y(t) \mathcal{E}_\alpha \left( L (\psi(t) - \psi(a))^\alpha \right), \quad t \in J. \]

Which yields that
\begin{equation}
|v(t) - u(t)| \leq \varepsilon \lambda \Phi \mathcal{E}_\alpha \left( L (\psi(t) - \psi(a))^\alpha \right) \Phi(t), \quad t \in J. \tag{30}
\end{equation}

Taking for simplicity
\[ c_\Phi = \lambda \Phi, \]
then (30) becomes
\[ |v(t) - u(t)| \leq c_\Phi \varepsilon \Phi(t) \mathcal{E}_\alpha \left( L (\psi(t) - \psi(a))^\alpha \right), \quad t \in J. \]

Thus, the problem (1) is \( \mathcal{E}_\alpha \)-Ulam–Hyers–Rassias stable. Further, if we set \( \varepsilon = 1 \), then the problem (1) is generalized \( \mathcal{E}_\alpha \)-Ulam–Hyers–Rassias stable. This completes the proof. \( \square \)

8. Applications

In this section, we are illustrating our theory results by several examples.

**Example 1.** Let us consider problem (1) with specific data:
\begin{equation}
\alpha = \frac{3}{2}, \quad \theta_0 = 1, \quad \theta_1 = 2, \quad a = 0, \quad b = 1. \tag{31}
\end{equation}

In order to illustrate Theorem 4, we take \( \psi(t) = \sigma(t) \) where \( \sigma(t) \) is the Sigmoid function \cite{37} which can be expressed as in the following form
\begin{equation}
\sigma(t) = \frac{1}{1 + e^{-t}}, \tag{32}
\end{equation}

and a convenience of the Sigmoid function is its derivative
\[ \sigma'(t) = \sigma(t)(1 - \sigma(t)). \]

Taking also
\begin{equation}
f(t, u(t)) = \frac{1}{e^t + 9} \left( 1 + \frac{|u(t)|}{1 + |u(t)|} \right), \tag{33}
\end{equation}

\[ f(t, u(t)) = \frac{1}{e^t + 9} \left( 1 + \frac{|u(t)|}{1 + |u(t)|} \right), \]
in (1). Clearly, the function \( f \) is continuous. Moreover, For any \( u, v \in \mathbb{R} \) and \( t \in [0, 1] \) we have
\[
|f(t, u) - f(t, v)| = \frac{1}{e^t + 9} \left( \left| \frac{|u|}{1 + |u|} - \frac{|v|}{1 + |v|} \right| \right)
\leq \frac{1}{e^t + 9} \left( \frac{|u - v|}{(1 + |u|)(1 + |v|)} \right)
\leq \frac{1}{10} |u - v|.
\]
Hence the condition (H2) holds with \( L = \frac{1}{10} \). It follows from Theorem 4 that the problem (1) with the data (31), (32) and (33) has a unique solution on \([0, 1]\). Moreover, Theorem 9 implies that the problem (1) is \( \mathcal{E}_\alpha \)–Hyers–Ulam stable and generalized \( \mathcal{E}_\alpha \)–Hyers–Ulam stable.

**Example 2.** Consider the following initial value problem:
\[
\begin{align*}
\left\{ \begin{array}{ll}
\cD_{0+}^{\frac{3}{2}} x(t) & = 1 + \frac{\sin u(t)}{e^{-t} + 1} + 2t, & t \in J := [0, 1], \\
u(0) & = 1 & u'(0) = 2.
\end{array} \right.
\end{align*}
\]
Note that, this problem is a particular case of IVP (1), where
\[
\alpha = \frac{3}{2}, \ a = 0, \ b = 1, \ \theta_0 = 1, \ \theta_1 = 2, \ \psi(t) = t,
\]
and \( f : J \times \mathbb{R} \rightarrow \mathbb{R} \) given by
\[
f(t, u) = 1 + \frac{\sin u(t)}{e^{-t} + 1} + 2t, \quad \text{for} \ t \in J, u \in \mathbb{R}.
\]
It is clear that the function \( f \) is continuous which satisfies
\[
|f(t, u) - f(t, v)| \leq \frac{1}{2} |u - v|,
\]
Hence condition (H2) holds with \( L = \frac{1}{2} \). So by Theorem the problem (34) has at least a solution defined on \([0, 1]\).

**Example 3.** Consider the following fractional IVP:
\[
\begin{align*}
\left\{ \begin{array}{ll}
\cH^\frac{3}{2} u(t) & = f(t, u(t)), & t \in J := [1, e], \\
u(1) & = 0.5, \ u'(1) = 1,
\end{array} \right.
\end{align*}
\]
In this case we take
\[
\alpha = \frac{3}{2}, \ a = 1, \ b = e, \ \theta_0 = 0.5, \ \theta_1 = 1, \ \psi(t) = \ln t,
\]
and \( f : [1, e] \times \mathbb{R} \rightarrow \mathbb{R} \) given by
\[
f(t, u) = \frac{1}{(1 + t)^2} (1 + \arctan(|u|)), \quad \text{for} \ t \in [1, e], u \in \mathbb{R}.
\]
It is clear that assumptions (H1) of the Theorem 4 is satisfied. On the other hand, for any \( t \in [1, e] \), \( u, v \in \mathbb{R} \) we have

\[
|f(t, u) - f(t, v)| \leq \frac{1}{4}|u - v|,
\]

where we have used the trigonometric identity \( \arctan(x) - \arctan(y) = \arctan \left( \frac{x - y}{1 + xy} \right) \) and \( \arctan(x) \leq x, \forall x, y \in \mathbb{R}^+ \). Hence condition (H2) holds with \( L = \frac{1}{4} \). In addition, by letting \( \Phi(t) = \ln t \), we have

\[
I_{\alpha; \psi}^a + \Phi(t) = H I_{1.5}^{1.5} \ln t = \frac{(\ln t)^{3.5}}{\Gamma(4.5)} \leq \frac{\ln t}{\Gamma(0.5)} := \lambda \Phi(t).
\]

So condition (H6) is satisfied with \( \Phi(t) = \ln t \) and \( \lambda = \frac{1}{\Gamma(0.5)} = \frac{1}{\sqrt{\pi}} \). It follows from Theorem 4 that the problem (35) has a unique solution on \([1, e] \), and from Theorem 10, the problem is \( \mathbb{E}_\alpha - \text{Ulam–Hyers–Rassias} \) stable and consequently it is generalized \( \mathbb{E}_\alpha - \text{Ulam–Hyers–Rassias} \) stable.

**Example 4.** Consider the following problem:

\[
\begin{cases}
  cD_{0+}^{3/2} u(t) = e^{-2t}(u^2(t) - 1), & t \in J := [0, 1], \\
  u(0) = 1, & u'(0) = 0.
\end{cases}
\]

Note that, this problem is a particular case of IVP (1), where

\[
\alpha = \frac{3}{2}, \quad \psi(t) = t, \quad f(t, u) = e^{-2t}(u^2 - 1).
\]

Obviously, \( f \in C([0, 1] \times \mathbb{R}, \mathbb{R}) \). On the one hand, taking \( v_0(t) = 1 \) and \( w_0(t) = 1 + t \sqrt{t} \), it is not difficult to verify that \( v_0, w_0 \) are lower and upper solutions of (36), respectively, and \( v_0 \leq w_0 \). So condition (H3) holds. Moreover, for \( v_0 \leq u \leq v \leq w_0 \) we have

\[
(37) \quad f(t, v) - f(t, u) \geq \frac{2}{e^{2t}}(v - u), \quad t \in J.
\]

In view of (37), we can choose \( p(t) = \frac{2}{e^{2t}} \) in Theorem 6. Hence, all conditions of Theorem 6 are satisfied and consequently the problem (36) has extremal solutions on \([v_0, w_0] \).

On the other hand, for \( v_0 \leq u \leq v \leq w_0 \), we have

\[
(38) \quad f(t, v) - f(t, u) \leq (t + 2)(v - u), \quad t \in J.
\]

In view of (38), we can choose \( \tilde{p}(t) = (t + 2) \) in Theorem 7. Therefore, all conditions of Theorem 7 are satisfied and consequently the problem (36) has unique extremal solutions.

**Remark 4.** Since the nonlinear term do not satisfy Lipschitz condition, the problem (36) can not be solved by the results in [12, 38].
Example 5. Consider the following initial value problem:

$$
\begin{align*}
& cD_{0+}^3 u(t) = \frac{\sin t}{2} \left( u(t) + \sqrt{1 + u^2(t)} \right), \quad t \in [0, +\infty), \\
& u(0) = 2, \quad u'(0) = 3.
\end{align*}
$$

where

$$
f(t, u) = \frac{\sin t}{2} \left( u + \sqrt{1 + u^2} \right), \quad \text{for } t \in [0, +\infty), u \in \mathbb{R}.
$$

Clearly, $f : [0, +\infty) \times \mathbb{R} \to \mathbb{R}$ is continuous. On the other hand, for any $t \in [0, +\infty), u, v \in \mathbb{R}$ we have

$$
|f(t, u) - f(t, v)| = \sin t \left| \frac{1}{2} \left( u - v + \sqrt{1 + u^2} - \sqrt{1 + v^2} \right) \right|
$$

$$
= \sin t \left| \frac{1}{2} (u - v) \left( 1 + \frac{u + v}{\sqrt{1 + u^2} + \sqrt{1 + v^2}} \right) \right|
$$

$$
\leq |u - v|.
$$

Hence condition (H2) holds with $L = 1$. Moreover, if we choose, $\beta > 1$, it follows that the mapping $T$ is a contraction. Hence by Theorem 8 the IVP (39) has a unique solution on $[0, +\infty)$.
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