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Cycle Time Models for the Bidirectional
Flow-Rack AS/RS 
 
This paper deals with the bidirectional flow-rack AS/RS (Automated 
Storage and Retrieval System). This system was recently introduced in the 
literature. In this paper, models that consider the system from a holistic 
aspect are presented in order to grasp its real systemic running. The 
adopted modelling approach allows obtaining closed form and easy to use 
equations that model the expected required time to carry out stora-
ge/retrieval transactions for the whole system. The paper presents derived 
continuous models for these transaction. These latter are easy to use to 
perform mathematical investigations, as optimization, throughput eva-
luation, systems comparison etc. However, they are not completely faithful 
to the real system behavior. This is why also discrete models were 
developed, which are much more accurate, and which were used as a 
benchmark to evaluate the accuracy of the continuous ones. To do so, a 
self-made software was developed, and results could be extracted and 
discussed. 
 
Keywords: AS/RS, Material handling, Warehousing· Mathematical 
modelling, Cycle time computation. 

 
 
 

1. INTRODUCTION 
 

Through the transmission of knowledge, and the per-
petual evolution of science and technology, as well as 
the socio-cultural dynamics that animate our planet, the 
world evolved in all the dimensions. In today's day, we 
are in the era of technology, industrialization and glo-
balization. New technologies, automation, artificial inte-
lligences, modern engineering are strongly present in 
our daily life, particularly in the industrial and economic 
fields. 

Many management tools, economic theories, high 
technologic equipment often see the light of day. At the 
cutting edge of technology, we can find automated 
storage and retrieval systems (AS/RS). These new sys-
tems, automate one of the most important activities in 
any company, which is warehousing. This kind of 
system acquit humans from the most painful operations 
related to this activity 

These systems are very widespread in the industry, 
and widely studied from every angle by the scientific 
community.  

These equipment offer a plurality of advantages,  
better exploitation of the storage area, organized inven-
tory management thanks to the computerized control 
system, manpower reduction, flexibility in product 
types, more security and sureness for products and 
employees, lower operating costs, better production 
scheduling ... [1].  However, this does not prevent them 
from having limits and disadvantages, since their 
installation cost is quite high [2,3] and their layout 

evolution constraints are quite unwieldy [1].  
Furthermore, they are not suitable for all different 

types of products that are commonly stored in ware-
houses, and especially not for very large item assort-
ments, since manual systems are often more flexible 
than automated systems, which is especially important 
in case of heterogeneous product portfolios. To the 
extent that current estimates suggest that up to 80% of 
order picking warehouses are operated manually [4]. 

Warehouses and AS/RS are therefore ones of the 
most important supply chain hotspots, since these latter 
play an important role in cushioning the effect of fluc-
tuations in demand and hazards across the supply chain. 
As well as thanks to the development of new methods of 
management and new technologies, the economic 
players can afford to have more and more complex sup-
ply chains while still maintaining a relative control. 
Thanks to warehouse management methods, various as-
pects of the system's operation can be studied, while 
aiming at optimizing its overall functioning. As the 
development and evaluation of efficient storage policies 
or heuristic storage assignment [5-10], the imple-
mentation of interleaving policies and queue manage-
ment [11,12], batch size study and optimization in order 
picking operations [13,14], development of analytical 
and simulation models [15-19] etc. Analytical model-
ling is precisely the subject of this paper, since it pre-
sents new mathematical models of a relatively recent 
AS/RS, the bidirectional flow-rack.  

This latter is part of the flow-rack AS/RS family. 
These systems possess a deep rack composed of a multi-
tude of bins provided by gravitational conveyors. The 
disposition of these bins, their shape and the number of 
machines allow having several types of flow-rack AS/RS. 
In the industry, the classical flow-rack AS/RS is  typically 
used  for  one  or  very  few  types  of  items, where  each  
bin  is  dedicated  to  a  particular item  and  the  system  
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operates  based  on  the first-in-first-out rule [17]. How-
ever, [7] evaluated the performance of an in-deep class 
based storage for this system (plurality of item types), and 
[17] investigated the performance of flow-rack AS/RS 
configurations considering a large mix of different pro-
duct types. On the other hand, these systems, which are 
high-density storage systems, have low investment and 
operational costs [9]. Especially the free-fall-flow-rack 
AS/RS, which offers a considerable reduction of the ini-
tial investment. Thanks to the replacement of the S/R 
machine by the combination between the free-fall move-
ment and the transport conveyor for the retrieval of items 
[20]. This flow-rack system is used in the industry in the 
case of items with low size and weight, such as pharma-
ceutical products, food, textile, and electronic compo-
nents [20]. In [21], while presenting the bidirectional flow 
-rack AS/RS, the authors have also proposed mathe-
matical models of retrieval and dual cycle times, but by 
considering each machine separately according to a cer-
tain type of running. Nevertheless, what information 
about system performance can be obtained if the AS/RS 
is considered in a systemic approach? Namely, when the 
machines can run separately at times or collaboratively at 
other times, which should give more information about 
the throughput of the complete system when considered 
as a holistic entity. This paper presents new analytical 
models of single storage and retrieval cycle times for the 
entire system while considering S/R machines-collabo-
rative operation modes. 

 
2. LITERATURE REVIEW 

 
As mentioned above, AS/RS are studied according to 
different approaches and aiming at different objectives, 
whether they are strategic, tactical or operational. The 
design of new AS/RS variations or completely new AS/ 
RSs may be categorized as strategic goal-oriented rese-
arch axe. This requires a lot of imagination and an 
increased systemic sense in order to propose coherent and 
efficient systems. We can mention the new warehouse 
technologies that are overcoming more operational const-
raints, such as compact rack AS/RSs and shuttle based 
S/R systems. These latter were the object of several stu-
dies. [22] proposed a new type of flow-rack based sys-
tem, which is composed of several bins with gravitational 
conveyors for depth movements and electric conveyors 
for transversal movements. [17] introduced some modi-
fications to the classical flow-rack AS/RS to hold out 
with a brand-new system that needs only one S/R mac-
hine for storage and retrieval operations. [21] came up 
with a "mix" of the two previous cited systems to design 
a bidirectional flow-rack storage system (BDF AS/RS). It 
is a two S/R machines based system, one on each face of 
the rack to perform both storage and retrieval operations.  

Other researchers are interested in control and 
steering aspects, using innovative algorithms to manage 
these systems, testing new storage policies, or compa-
ring performances of multiple systems configurations. 
[23] presented two metaheuristic algorithms (taboo sear-
ch and simulated annealing) applied to the control of a 
flow rack automated storage/retrieval system to mini-
mize the retrieval cycle time. The obtained results were 
compared to classical heuristics and analytical models 

found in the literature. [24] proposed travel-time model 
for class-based storage policies that describes the run-
ning of a unit load AS/RS which uses autonomous 
vehicle technology. [25] presented a simulation based 
regression analysis for rack configuration of an auto-
nomous vehicle storage and retrieval system, they tried 
to find out the dependence between the inputs of the 
model (the number of tiers, aisles and bays) and the 
outputs (the average cycle time for storage and retri-
eval). [26] investigated location assignment and inter-
leaving policy problems as if they were parts of a 
unique one, then proposed a two-step procedure and a 
taboo search algorithm to improve the solution for me-
dium and large sized problems.  

In the literature, a plurality of papers took interest on 
performance evaluation, systems comparison and design 
optimization. The commonly used tools are mathe-
matical models and simulation models. [27] developed 
closed-form travel-time expressions for flow-rack auto-
mated storage and retrieval systems. Then they com-
pared the continuous models to discrete accurate models 
to evaluate their precision. [28] determined the optimal 
dimensions for the single machine flow-rack AS/RS that 
minimize the travel time, using mathematical models 
developed in [17]. Then [29] proposed for the same 
AS/RS a parametric closed form cycle time model, and 
defined several optimal dimension regions. [20] deve-
loped continuous analytical models of expected retri-
eval–travel time for the free-fall flow-rack under a 
dedicated storage assignment policy. Then compared 
them for accuracy to the discrete developed models. 
[30] developed analytical models of the expected retri-
eval time for the flow-rack AS/RS. The proposed model 
is function of the physical parameters of the rack (high, 
length, depth) but also of the variety of the stored 
products and their proportion.  

In addition to the flow-rack AS/RS, the 3D compact 
AS/RS which is also a high-density system, was also 
investigated through many papers. In [31] analytical 
models of the expected travel time for the 3D compact 
AS/RS were developed. Then these models were used to 
perform optimization in order to find out optimal ratio 
between the three dimensions that minimize travel time. 
For the same system, [32] presented mathematical model 
of the dual cycle when the machine dwell point is in 
lower mid-point, then established the optimal system di-
mensions using these models. However, mathematical 
modelling is also used to evaluate performance of other 
AS/RS types than high-density storage systems. [33] 
developed analytical travel times for the multi-aisle AS 
/RS, by considering the operating characteristics of the 
storage and retrieval machine such as acceleration /dece-
leration and the maximum velocity. [34] questioned the 
broadly accepted assumption that an m aisles AS/RS can 
be modelled as m 1-aisle independent systems, and de-
monstrate that this could generate significant discrepan-
cies. Kouloughli [1] presented analytical models for the 
multi-aisle and the mobile rack AS/RS, and then perfor-
med design optimization in order to decease the expected 
travel time. [36] also studied the same system, they pre-
sented travel time models for the order picking and 
proposed an efficient heuristic to quickly solve the non-
linear programming formulated optimization problem. 
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Figure 1. Bi-directional flow-rack AS/RS front and top views 

 

Figure 3. Blocking unit-load restoring 

New warehouse technologies as the shuttle-based 
storage/retrieval systems (SBS/RS) [37] or the 
autonomous vehicle storage/retrieval systems (AVS/RS) 
were also investigated using these modelling tools. [38] 
developed analytical travel time models for the shuttle-
based storage and retrieval system. They considered the 
operating characteristics of the elevators lifting table 
and the shuttle carrier, such as acceleration/deceleration 
and the maximum velocity. [39] also studied SBS/RS, 
they presented an analytical model-based tool that can 
estimate the mean and variance of travel time of lifts 
and shuttles, as well as the mean amount of energy 
consumption and energy regeneration per transaction. In 
[40] a simulation-based analysis is performed to 
evaluate the performance of the shuttle based storage 
system.  Analytical cycle time models for the deep lane 
AVS/RS were developed by [41] while considering real 
operating characteristics of such a system. In addition to 
that, some researchers were also interested in multi-
objective optimization, since [35] proposed multi-
objective optimization models for the shuttle-based 
storage and retrieval system. Three objective functions 

were considered in the design concept, which are the 
minimization of the average cycle time, amount of 
energy consumption and total investment cost. [42] 
were also interested in design optimization while 
minimizing three criteria, namely cycle time, cost and 
carbon footprint.   

Thanks to the brief literature review below, it can be 
noticed that there are globally two types of flow-racks. 
Two-machines based flow-rack systems, where each 
machine is dedicated to one transaction type (to storage 
or retrieval) or single-machine based systems, where the 
only machine performs all operations. However, the 
bidirectional flow-rack AS/RS is composed of two 
machines, which can do both operations, in addition to 
work independently or collaboratively in some cases 
(More details in Section 3). So in order to have a more 
precise idea of the system overall functioning, we 
should not stop at the machines travel time modelling, 
as it is the case for some AS/RS. We should rather 
consider the system in its holistic aspect, in order to 
obtain the expected cycle times of the entire system 
taking into account its different operation modes.  
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As far as we know, even if this system has been 
often cited in many papers to position investigation 
works related to flow-racks, this latter has not been 
studied to perform such investigations. [43,44] remains 
to this day the only instigations on the bi-directional 
flow-rack after its introduction in [21]. In [43] the 
presented study was to propose a batching-greedy 
heuristic to generate dual-command operations in the 
bidirectional flow-rack AS/RS. Whereas in [44] a three-
step heuristic is designed, which includes Grouping 
Matching Sequencing, for the storage assignment and 
operation generation in the studied system with 
Duration Of Stay storage policy. 

This paper presents analytical models of storage and 
retrieval cycle times for the bidirectional flow-rack AS/ 
RS while considering the holistic aspect of the system 
running. Then discrete models of these cycle times are 
also developed to be used as a benchmark for accuracy 
evaluation of the continuous ones through simulation. 
The simulation is performed via a self-made software 
whom functioning principle will be presented in the 
following sections.    

 
3. STUDIED SYSTEM  

  
As mentioned before, thanks to the plurality of research 
fields in this domain, several types of AS/RSs could see 
the light of day over the years. In this paper, the bidi-
rectional flow-rack AS/RS was chosen to be the object 
of these investigations. This new system, as mentioned 
above, was recently introduced in [21]. The main 
characteristic of this system is the structure of its rack. It 
has a set of superimposed bins, placed side by side, that 
lean alternately towards the two rack sides, in addition 
to the two S/R machines, one on either side (Fig. 1.). 
This architectural approach, keeps the advantage of a U-
shaped locker as in the single machine flow rack AS/RS 
[17] while eliminating the hairpin bend (which is 
mechanically difficult to achieve, because of the tricky 
product sliding). Since in this case, the item 
displacement from a bin to the one that is paired with 
(change of direction), is performed by the secondary 
machine. Therefore, contrary to the 3-Dimensional 
compact AS/RS [22], it is no longer necessary to have 
electrical conveyors to link every two paired bins.  

This modification in the bins orientation, and the 
restoring conveyor elimination, compared to a classical 
flow-rack AS/RS, allows it to greatly surpass this latter 
in terms of performance (cycle time) and cost (acqui-
sition and use). In addition to this, storage and retrieval 
operations can be done in both of the two rack sides, 
contrary to the single machine flow-rack AS/RS, where 
there is only one side for the two operations, and the 
classical flow-rack AS/RS where each side is dedicated 
to only one operation type. 

Since this system is recent, and seems to be very 
efficient compared to its predecessors, it would be inte-
resting to examine this system in order to be compared 
with other AS/RS types and to know how this system 
can be efficiently used. [21] presented mathematical 
models of the machines expected travel times. They 
determined the expected number of blocking items for a 
retrieval operation, and based on this calculation pre-

sented expected travel times for each machine to per-
form a storage, a retrieval, or an independent dual cycle 
(without the help of the secondary machine). That said, 
the models that are proposed in this paper, take the ove-
rall system running into consideration while still con-
sidering the particular functioning of each machine. 
Since the S/R machines may work together or indepen-
dently, this influences the system overall throughput. 
The modelling is done in such a manner to simplify its 
elaboration, and come out with generic models that 
summarize the overall system functioning. 

To do so, we consider the overall system running, 
through mathematical formulation, in order to obtain   
analytical equations that give us information as well as 
tools to carry out investigations breakouts. The conti-
nuous cycle time mathematical models provide us with 
these exploration possibilities, especially when it comes 
to performance studies, optimization, and decision ma-
king, mainly at a strategic level. In this paper, continuous 
mathematical models for storage and retrieval will be 
presented. However, even if these equations give us the 
ability to use them quite easily when it comes to mathe-
matical manipulations during investigations, they are not 
completely faithful to the actual system operation. Since 
they are based on a set of approximations that make the 
modeling of this kind of complex systems possible. 
Moreover, it is also possible to model these systems using 
a discrete approach. This latter consists on the elaboration 
of discrete equations that are more faithful to the system 
behavior than the continuous ones. That said, due to their 
complexity, these equations cannot neither be used to 
evaluate system performance nor for analytical optimi-
zation or other complex mathematical investigations. It is 
for these reasons that these discrete models are used as a 
benchmark for the continuous ones, by evaluating the gap 
between them using simulation. Since in this paper, 
continuous models are going to be derived and presented, 
also discrete models will be calculated and the different 
followed steps displayed. After that, a simulation for gap 
evaluation will be conducted, before presenting results 
and discussions, through which, the accuracy of the con-
tinuous models will be discussed. 

 
4. MATHEMATICAL MODELLING  

  
In this section, discrete and continuous models are pre-
sented, the modelling was done following a couple of 
assumptions. The assumptions were determined by the 
operating characteristics of the system as defined in [21] 
and simplification of some physical phenomena as the 
consideration of constant velocities. That said, the con-
sidered operating characteristics of the system represent 
the normal operating mode of the system for storage and 
retrieval operations. 
Assumptions: 

A1-Machine 1 stores on odd columns and retrieves 
on even ones (conversely for Machine 2). 

A2-The system has two operating modes for retri-
eval, since when the item to be retrieved is not on the 
first position, the two machines work together, as defi-
ned by [21] when they presented the system. 

A3-Storage and retrieval locations are considered to 
be uniformly distributed (random storage policy).   
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A4-The machines dwell points are located in the P/D 
stations. They are situated at the bottom corner of the 
rack, one in front of the other (Fig 2).  

A5-The machines velocities are considered 
constant.  

 
4.1 Discrete approach 

 
The average exact time of storage/retrieval can be 
obtained by summing the storage/retrieval travel times 
of all locations, and then divide this sum by the number 
of locations [45] (Uniform distribution is considered 
A3). Based on this assumption, the discrete models for 
storage and retrieval operations in the system under 
consideration are going to be derived. 

First, we consider the two sides of our system as two 
matrices, where each element represents a bin. The 
horizontal and vertical subscripts of the matrix represent 
the coordinates of the bins. Moreover the pickup 
/delivery stations (which are at the same time the dwell 
points of the machines) are assumed to be in the same 
side of the rack for the two machines (one in front of the 
other). That way, the closest bin to machine 1 is used 
for storage, whereas, for machine 2 it is used for retri-
eval (Fig. 2.).  
A-The storage: 

The system comprises two identical machines, whi-
ch in the case of storage work in a completely inde-
pendent way.  Hence, this is equivalent to a station with 
two parallel machines. At this moment, the whole sta-
tion capacity (the whole system) will be the sum of the 
two machines capacities: 

1  2
D D D

Machine MachineCSC CSC CSC= +  (1) 

Then the expected storage cycle time of the whole 
system will be: 

1  2

1  2
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On the other hand (Appendix A): 
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B-The retrieval: 
For a retrieval, the two S/R machines may, sometimes 
work independently, and other times work together. 
When the desired item is on the first position, the 
concerned machine travels to the concerned bin and 
retrieves the product directly. On the other hand, when 
the product to be retrieved is not on the first position, 
the two machines have to work together; one proceeds 
to the retrieval of the product (in addition to displacing 
the blocking products), and the second performs the 
transfer of the products from one bin to another 
(between the two paired bins). So that the desired item 
can be accessible for the concerned machine (Fig. 3.). 

It appears clearly that the whole system has two 
operating modes when it is about retrieval operations, 
depending on the desired product position. When this 
latter is in the first position, the machines work 
independently, and as for the storage, the system is 
analog to a two parallel machines station. That said, when 
the product to be retrieved is not in the first position, the 
machines work together and the retrieval time of the 
system is the retrieval time of the retrieving machine. 
Since the uniform storage policy is considered, all the 
products have the same probability to be retrieved, which 
means that the machines 1 and 2 have the same 
probability to be the retrieving machine (and the other 
will be the assisting machine). Let OP1 and OP2 be the 
two operating modes as explained above, so:  
OP1: The machines work independently (product on the 
first position). 
OP2: The machines work together (product is not on the 
first position). 

Knowing the two operating modes of the system, the 
occurring probability of these two modes needs to be 
found. M is the number of products that can be stored in 
one bin, and ρ is the load rate, since the uniform dis-
tribution is considered, ρM  is the average number of 
products stored in each bin of the system. On the other 
hand, the first operating mode occurs only when the de-

sired item is in the first position, which means in  1

Mρ
  

of the cases, consequently it can be written that: 

1 2
1 11D D D

OP OPERC ERC ERC
M Mρ ρ

⎛ ⎞= + −⎜ ⎟
⎝ ⎠

 (6) 

Concerning the first operating mode, as it was exp-
lained, this case is similar to storage transactions, hence: 

1/ 1 1/ 2
1

1/ 1 1/ 2

.D D
D OP Machine OP Machine
OP D D

OP Machine OP Machine

ERC ERC
ERC

ERC ERC
=

+
  (7) 

On the other hand, as it was mentioned before, in the 
second operating mode, the two machines have the 
same probability to be the retrieving machine, and the 
retrieval time of the whole system equals the retrieval 
time of the retrieving machine: 

( )2 2/ 1 2/ 2
1
2

D D D
OP OP Machine OP MachineERC ERC ERC= +  (8) 

Moreover, the machines retrieval times are (Appen-
dix B): 
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Therefore by replacing (9) and (10) in (7): 
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Moreover (Appendix C): 
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Finally: 
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where [ ]
1 1

. .
N Nl h

ij
i j

m N Nρ ρ
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4.2 Continuous approach 

 
As mentioned earlier, discrete modeling is more faithful 
to the real system behavior compared to the continuous 
one; however, this latter is also used to model this kind 
of systems, since this approach can be very relevant and 
may facilitate the implementation of further mathe-
matical investigations. 

In the continuous approach, it is assumed that the two 
rack faces are a surface grouping an infinity of points, so 
that each point can be a storage or retrieval location. 
When [45] studied a unit load AS/RS, they demonstrated 
that the average time taken by an S/R machine to go from 
its dwell point (in one of the rack's corners) to any other 
point of the rack's face is: 

( )
2

1 1
2 3
T bE V
⎛ ⎞

= +⎜ ⎟⎜ ⎟
⎝ ⎠

   (18) 

This remains true for our system, so we will from 
there, build our modeling of the storage and retrieval 
cycle times. 
A-The storage: 

In the case of a simple storage transaction, the only 
movements made by the S/R machines are in fact just a 
round trip, (from the P/D station to the storage bin, then 
a return from this bin to the P/D station).  
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The system comprises two identical machines, 
which in the case of storage; work in a completely inde-
pendent way.  Hence, this is equivalent to a station with 
two parallel machines. At this moment, the whole sta-
tion capacity (the whole system) will be the sum of the 
two machines capacities: 

1  2
C C C

Machine MachineCSC CSC CSC= +   (19) 

Then the expected storage cycle time of the whole 
system will be: 

1  2

1  2

.C C
C Machine Machine

C C
Machine Machine

ESC ESC
ESC

ESC ESC
=

+
  (20) 

On the other hand we have (Appendix D): 

2

1 1
3

C
Machine

bESC T
⎛ ⎞

= +⎜ ⎟⎜ ⎟
⎝ ⎠

  (21) 

2

 2 1
3

C
Machine

bESC T
⎛ ⎞

= +⎜ ⎟⎜ ⎟
⎝ ⎠

  (22) 

Since the machines average storage times are equal, 
the throughput is simply doubled (Appendix D): 

2
1

2 3
C T bESC

⎛ ⎞
= +⎜ ⎟⎜ ⎟

⎝ ⎠
   (23) 

B-The retrieval: 
Unlike storage operations, a retrieval requires addi-

tional manipulations to be performed, particularly when 
the product to be retrieved is not in the first position. 
Moreover, each machine is not requested only when the 
retrieval concerns this machine especially. Since it is 
used even when the transaction concerns the other 
machine, in order to transfer the products from one bin 
to another. It is therefore necessary that this usage sho-
uld be taken into consideration during the modeling, 
since in steady state; these operations must be counted 
as a time of use. 

First, when looking at each machine apart, the 
retrieval includes: 
• A go from the P/D station to the retrieval location 

(first half of the round trip). 
• Desired item recuperation. 
• A return from the retrieval location to the P/D 

station (second half of the round trip). 
In the same way as for discrete models, we need to 

distinguish two cases: 
OP1: The machines work independently (product on the 
first position). 
OP2: The machines work together (product is not on the 
first position). 
It can be noticed that the first and the last travels can be 
combined in a single round trip, so the expected retri-
eval time for machine 1 can be wrote as: 

( ) ( )1 2
C
MachineERC E RT E V= +  (24) 

where E(RT) is the round trip expected time and E(V2) is 
the expected time to reach the desired item.  

As in storage, this round trip travel time equals: 

( ) ( )12E RT E V=    (25) 

However, unlike OP2, in OP1 all the retrieval opera-
tions are just a simple round trip, for more precision we 
write: 

( )1/ 1 12C
OP MachineERC E V=   (26) 

( ) ( )2/ 1 1 22C
OP MachineERC E V E V= +   (27) 

On the other hand, in OP2 the position of the desired 
item defines the number of successive retrievals and sto-
rages (restoring) to be made so that the desired product 
can be accessible, and thus the number of round trips 
between two paired bins. The mean time of such a 
maneuver is modeled by the arithmetic mean of all the 
times that this operation may require (all the possi-
bilities). 
• For a product on the first position (OP1), the requ-

ired time is: 
( ) 0T Restoring =  

• For a product on the second position, the required 
time is: 
( ) '2 pT Restoring t=  

• For a product on the third position, the required 
time is: 
( ) '4 pT Restoring t=  

• For a product on the mth position, the required time is: 
( ) 2( 1) 'pT Restoring m t= −  

• The average required time is: 
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2 '
2

1 2 1 '
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= −
−

∑   (28) 

where M' is the number of items in the considered bin. 
Therefore: 
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Since we have an arithmetic series: 

( )
( )' '

2 '

2 1 '
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pt M M
E V
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−
=

−
  (31) 

Finally: 

( ) '
2 ' pE V M t=   (32) 

Replacing (18) and (32) in (26) and (27): 
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Following the same steps for machine 2: 
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  (36) 

Now we need to focus on the holistic system beha-
vior, considering the two operation modes of the mac-
hines, and their impact on the global functioning of the 
system. Following the same reasoning as for the discrete 
modeling: 

We have that M is the bin size, and the uniform 
distribution is considered, so the average number of 
stored items is M', where M' = ρM. On the other hand, 
thanks to the uniform distribution, the probability to 
retrieve any item of the bin (especially the first one) is  

1
M ′

. Then we can conclude that the probability to retri-

eve an item on the first position (OP1) is  1
M ′

 and the 

probability to retrieve an item which is not on the first 

position (OP2) is  11
M

⎛ ⎞−⎜ ⎟′⎝ ⎠
.  

This means that for the whole system we can write: 

1 2' '
1 11C C C

OP OPERC ERC ERC
M M

⎛ ⎞= + −⎜ ⎟
⎝ ⎠

  (37) 

For the first operating mode OP1, since the two ma-
chines work in an independent way, the system is com-
parable to a two parallel machines unit, where the global 
capacity equals the sum of the machines capacities: 

1 1/ 1 1/  2
C C C
OP OP Machine OP MachineCRC CRC CRC= +   (38) 

where: 

( 1/ 1) ( 1/ 1)1/ ( )( )C C
OP Machine OP MachineCRC ERC Itembytimeunit=  (39) 

( 1/ 2) ( 1/ 2)1/ ( )( )C C
OP Machine OP MachineCRC ERC Itembytimeunit=   (40) 

Then the expected retrieval cycle time of the whole 
system will be: 

1/ 1 1/  2
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ERC ERC
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+
  (41) 

Since the machines average retrieval times are equal 
(In OP1), as for the storage the throughput is simply 
doubled (Appendix D): 

2

1 1
2 3

C
OP

T bERC
⎛ ⎞

= +⎜ ⎟⎜ ⎟
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   (42) 

For the second operating mode OP2, the two mac-
hines are working together, and the global expected 
retrieval time of the system equals the retrieval time of 
the retrieving machine. On the other hand, since the uni-
form distribution is considered, the two machines have 
the same probability of being solicited for a retrieval. 

That means that the mean retrieval time of the system 
equals the average of the two machines retrieval times: 

2 2/ 1 2/  2
1 (
2

C C C
OP OP Machine OP MachineERC ERC ERC= +  (43) 

Replacing (34) and (36) in (43): 
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Replacing (42) and (44) in (37): 
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After simplifications (Appendix E): 
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As mentioned before, the continuous models (23) 
and (46) were developed in order to perform further 
investigations on the studied system (performance eva-
luation, analytical optimization, systems comparison 
…). On the other hand, the discrete models (5) and (17) 
will be used in this paper to evaluate the accuracy of the 
continuous ones. To do so, a simulation was conducted, 
while investigating different systems sizes, shape fac-
tors and several load rates. More details will be pre-
sented in the next section. 

 
5. NUMERICAL STUDY  
  
As mentioned at the end of the previous section, the 
continuous models need to be compared to the discrete 
ones in order to evaluate their accuracy. This is due to 
the fact that the continuous modelling is based on some 
approximations while the discrete models remain more 
faithful to the actual system operation. These latter, are 
going to be used as a benchmark for the continuous 
models, the comparison is performed using simulation, 
in order to evaluate the gap between the two models. To 
do so, a self-made software has been developed. In the 
sequel we will present the main operating principles of 
the conducted simulation.  
1-Input data: 

To perform our simulation we need a couple of input 
data that determine operating aspect of the system. In 
our case, the needed data are the system dimensions (Nl; 
Nh; M), the machines velocities  and the load rate. 
Concerning the system dimensions, we decided to 
investigate a set of system sizes while varying the shape 
factor. So we chose three different sizes (with a 
tolerated size variation percentage) 400 ±1% (Table 1), 
2000 ±1%  (Table 2) and 10000 ±1% (Table 3 and 4) 
and for each one of them  we chose different 
configurations that vary the shape factor value from 
small to almost square in time system (b≈1), while also 
varying the depth of the bins. We end up with 28 
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configuration that are displayed in Tables 1-4. More-
over, concerning the machines velocities we affect the 
value 1 to t’h and t’v, which means that the machines 
travel horizontally or vertically from one bin to the 
adjacent one in 1 unit of time. Finally, we vary the load 
rate from a low value (0.3) to the maximum it can reach 
1. However the zone of actual operation for the system 
is defined as the interval ρ [0.7; 0.85] [27].  
2-Processing: 

It represents the main part of the conducted simu-
lation. This latter is performed in order to compare 
between the two modellings, the discrete models take 
into consideration all the possible cases while 
continuous ones need a limited number of parameters to 
be calculated. For this reason, our simulation program 
generates all the happenable transactions demands 
(storage/retrieval) according to the input data. 

The program consider a system size according to the 
dimensions in the input data, then the system is filled 
depending on the load rate and following a uniformly 
distributed probability on the storage locations.      
Thanks to all generated storage and retrieval events the 
global average cycle times are calculated using the 
discrete models. This operation is repeated for a large 
number of instances (10000 times). 
Then the continuous models are calculated thanks to the 
input data, since only system dimensions, machines 
velocities and the load rate are needed.   
3-Output data: 

At the end the values of the two modelling are 
compared and a percent error calculated. Since the gap 
evaluation is the main goal of this comparison, and due 
to the lack of space, only the error value is presented in 
the result tables. Moreover, in this case, when taken 
separately, the values of the cycle times do not give 
essential information, but the interest is in the fact of 
comparing them with other models of other systems for 
example, but following the same conditions of measures 
units or normalization of the input data. This is why 
only the relevant information (which is the error) is 
presented in the result tables since there is no need to 
display the cycle time values. 

In order to confirm that our program is working 
properly, we started by testing it on small instances 
whose calculation can be checked by hand before going 
to larger instances. After a few hours of calculation, the 
simulation gave a set of results, which were summarized 
in Tables 1-4. These tables show the percentage errors, 
which exist between the discrete and continuous models. 

What is remarkable in these tables is that errors 
relating to ESC require only one line (at the bottom of 
each table). This is due to the fact that storage operations 
are not depending on the system load rate, since regardess 
of the system load rate, a storage in any bin will always 
take the same time. Therefore, only one comparison per 
configuration is necessary. Consequently, the variation 
changes only when the shape factor or the bins depth 
change (which change for each different configuration).  

Table 1. ESC and ERC percent error for system of 400 storage locations 

 Percent error between discrete and continuous retrieval times Error(RC) 
M 4 8 

(Nl;Nh) (33;3) (12;8) (9;11) (10;10) (3;17) (13;4) (5;10) (7;7) 
b 
ρ  0.091 0.666 0.818 1 0.176 0.307 0.5 1 

1 0.181 2.625 3.992 3.610 3.718 1.039 4.285 3.501 
0.9 1.923 4.193 5.507 5.218 4.084 1.321 4.757 3.906 
0.85 3.129 5.230 6.620 6.300 4.456 1.603 5.070 4.100 
0.8 4.524 6.376 7.840 7.483 4.758 1.945 5.420 4.495 
0.75 6.016 7.886 9.185 8.810 5.251 2.355 5.855 4.968 
0.7 7.500 9.309 10.485 10.261 5.692 2.683 6.346 5.342 
0.6 11.188 12.457 13.809 13.525 7.039 3.972 7.649 6.552 
0.5 15.261 16.286 17.517 17.115 9.069 5.910 9.594 8.567 
0.4 19.057 19.771 20.865 20.638 11.870 8.604 12.476 11.337 
0.3 21.443 21.243 22.583 22.396 16.327 13.298 16.827 15.552 

Error(SC)→ 0.022 0.738 2.731 3.718 4.643 0.0254 5.084 2.372 

Table 1. E(SC) and E(RC) percent error for systems 2000 storage locations 

 Percent error between discrete and continuous retrieval times Error(RC) 
M 10 40 

(Nl;Nh) (4;50) (25;8) (10;20) (14;14) (3;17) (5;10) (6;8) (7;7) 
b 
ρ 0.08 0.32 0.5 1 0.176 0.5 0.75 1 

1 1.620 0.717 2.593 2.224 1.622 1.578 1.429 1.237 
0.9 1.910 0.966 2.891 2.510 1.752 1.718 1.560 1.351 
0.85 2.096 1.138 3.086 2.698 1.825 1.798 1.634 1.415 
0.8 2.321 1.344 3.312 2.917 1.903 1.884 1.715 1.486 
0.75 2.584 1.583 3.573 3.175 1.988 1.980 1.805 1.564 
0.7 2.902 1.873 3.891 3.480 2.081 2.085 1.904 1.650 
0.6 3.771 2.685 4.742 4.309 2.297 2.334 2.138 1.855 
0.5 5.141 3.990 6.085 5.623 2.566 2.654 2.442 2.121 
0.4 7.487 6.257 8.329 7.858 2.922 3.086 2.858 2.486 
0.3 11.658 10.311 12.300 11.792 3.450 3.727 3.480 3.040 

Error(SC)→ 1.826 0.072 2.796 1.462 4.643 5.084 3.984 2.372 
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Table 2. E(SC) and E(RC) percent error for systems of 10000 storage locations 

 Percent error between discrete and continuous retrieval times Error(RC) 
M 50 100 

(Nl;Nh) (40;5) (10;20) (13;15) (14;14) (5;20) (15;7) (9;12) (10;10) 
b 
ρ 0.125 0.5 0.866 1 0.25 0.466 0.75 1 

1 0.113 1.142 1.001 0.931 0.749 0.303 0.632 0.555 
0.9 0.128 1.233 1.083 1.009 0.818 0.333 0.693 0.609 

0.85 0.135 1.283 1.125 1.052 0.857 0.349 0.728 0.640 
0.8 0.143 1.338 1.180 1.099 0.901 0.368 0.767 0.675 

0.75 0.151 1.397 1.230 1.150 0.948 0.388 0.810 0.713 
0.7 0.159 1.461 1.294 1.205 1.001 0.411 0.858 0.756 
0.6 0.181 1.610 1.433 1.335 1.127 0.465 0.975 0.859 
0.5 0.212 1.796 1.608 1.500 1.289 0.537 1.128 0.996 
0.4 0.265 2.040 1.842 1.719 1.508 0.636 1.339 1.185 
0.3 0.384 2.393 2.183 2.043 1.820 0.782 1.650 1.466 

Error(SC)→ 0.008 2.796 1.914 1.462 3.738 0.268 2.919 1.885 

Table 3. E(SC) and E(RC) percent error for systems of 10000 storage locations 

 Percent error between discrete and continuous retrieval times 
Error(RC) 

M 8 
(Nl;Nh) (15;80) (50;25) (30;40) (35;35) 

b 
ρ 0.187 0.5 0.75 1 

1 1.054 0.647 1.336 1.198 
0.9 1.522 1.096 1.786 1.647 

0.85 1.846 1.414 2.101 1.962 
0.8 2.233 1.793 2.480 2.341 

0.75 2.694 2.242 2.931 2.782 
0.7 3.238 2.786 3.460 3.320 
0.6 4.701 4.210 4.882 4.739 
0.5 6.860 6.343 6.996 6.865 
0.4 10.137 9.620 10.207 10.079 
0.3 15.123 14.578 15.128 14.992 

Error(SC)→ 1.057 0.136 0.996 0.660 
 

On the other hand, the calculation of the gap for 
retrieval models is necessary when changing the load 
rate, because it is clear that the retrieval of an item will 
not take the same time for a full system compared to an 
emty system (it changes when the shape factor changes, 
the bins depth changes, or the load rate chanes). 

Concerning the numerical simulation results, we will 
first, focus on those related to storage. In a first place, we 
notice that the more M decreases the more the error 
decreases, which is equivalent to say that the larger the face 
of the rack is, the closer discrete and continuous models 
are. Which is expectable since the more the face of the rack 
grows the more its assimilation to an infinity of points is 
consistent.  It can be verified by comparing, for example, 
1.462% and 2.372% (Table 2, fourth and last column, last 
row) which for the same size and identical shape factors, 
but with different M give different errors.  

Furthermore, it should also be noticed that for small 
shape factors associated with cases when Nl is greater 
than Nh, this error falls considerably. It can be noticed in 
the Fig. 4., since for the same system size and the same 
value of M, the error decreases when Nl is greater than 
Nh, this is due to the fact that on each rack face one 
column out of two is dedicated either for storage or ret-
rieval and conversely in the opposite face. Consequently, 
when the value of Nl increases the aproximation that the 

continuous model is based on, is more relevant, since it 
considers the rack face as a surface of infinity of points.  

On the other hand, we are also interested in the 
behavior of these models for the retrieval transactions, 
according to the variation of the systems sizes, their 
configurations and their load rates. 

First, for small systems (Table 1), the error seems to 
be larger, and increases with the decrease of the load rate, 
since the more the system empties the less the app-
roximation M·ρ ≈ M' is precise. This means that the larger 
is the system size, the less the variation of ρ will ne-
gatively affect the concordance between the two models. 

This can be noticed in Fig. 4 and 5, where the error 
of ERC decreases when the load rate increases. Another 
important point deserves to be emphasized; since unlike 
storage models, those of retrieval are closer to each 
other when M increases, as this increase coun-
terbalances the effect of the load rate decrease in the 
approximation mentioned above (Table 3 in comparison 
with Table 4). This variation appears clearly in Fig. 5, 
when for the same system size, when M decreases the 
error increases. 
 
6. CONCLUSION AND DISCUSSION 
 
In the previous sections, mathematical models for 
storage and retrieval operations were presented. These 
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models were developed according to two approaches, 
namely the continuous and discrete ones. The discrete 
models are more faithful to the system behavior, since 
their calculation is made by considering all the possible 
cases, while the continuous models are based on a 
couple of approximations. However, even if they are 
less precise, the closed-form continuous models are 
much more easy to use in performance investigations, 
system comparison, design optimization etc. 
Consequently, their accuracy compared to the discrete 
models need to be established to know how well they 
can be used for this kind of investigations. This 
accuracy was studied through simulation, and the gap 
variations were discussed according to different 
parameters. The continuous models have shown that 
they are quite accurate in general. Furthermore, the 
main points of this analyses can be summarized as 
follow: 

-The gap is in the most common cases very small 
(The maximum is reached for the smallest system and 
when the load rate is very low, 22,58% for a 100 storage 
segments system and ρ = 0.3).   

 

Figure 2. Percent error of ERC according to p for a system 
size of 10000 storage emplacements for different values of 
M 

 

Figure 3. Percent error of ERC according to p for a system 
size of 10000 storage emplacements for same value of M 

-For storage transactions, the more M decreases the 
more the error decreases, even if the shape factor is the 
same.  

-For small shape factors, when Nl is greater than Nh, the 
gap falls considerably. 
-For retrievals, the more the system is small the more 
the variation is large. However, these small systems 
rarely exist in the industry. 
-When comparing retrieval equations, it appears that the 
error increases when the load rate decreases.  
-Unlike storage equations, the retrieval ones are more 
close to each other when M increases, and this by 
counterbalancing the load rate decrease. 
-When looking on the overall given data from the 
simulation, for the different transactions with varying 
the multiple parameters, it appears that a shape factor 
near to 0.33 gives the lowest numerical variations 
between the two models. 

According to these results, we can notice that the 
two models are quite close to each other. And the cases 
where the variation is too large, are not relevant, since 
these cases seldom exist (such small systems are very 
rare and AS/RSs run in steady state on a load rate 
between 0.7 and 0.85, namely the zone of actual 
operation [27]). That said, different cases according to 
the system shape and the running parameters could be 
studied and some of them highlighted, when the 
equations were the most accurate, in order to be used 
according to needs and purposes. 

Finally, we can say that the presented closed-form 
models are easy to calculate due to their simplistic 
forms compared to discrete models. Moreover, these 
models are extremely practical in term of computation 
time, since discrete models require extensive 
computation time. The presented closed-form travel-
time expressions developed in this paper are highly 
applicable in industry investigations and can be used as 
basis for further research leads. These models can be 
used to (1) establish performance standards for existing 
AS/RS, (2) conduct comparative studies for different 
AS/RS types while facing same conditions and 
operational constraints, (3) performance throughput 
evaluation for alternative design configurations or 
technical characteristics alternatives (machines speed 
for example), and (4) storage techniques comparison to 
improve system performances, etc. Thus, the presented 
results, as well as the developed closed-form 
expressions, are highly applicable to industry by virtue 
of their simplistic, yet accurate, formats. 

However, the developed models can be improved, 
since not all the variations that the system faces are 
taken into consideration. We can cite for example the 
variations due to accelerations/decelerations of the S/R 
machines, which may impact the overall cycle time of 
the system. The influence of this variation may vary 
according to the systems dimensions and the used 
technology (S/R machines motors). Also generalized 
models can be established when considering dual and 
single cycle occurrence probability, since in our paper 
we presented models that certainly consider the 
systemic aspect of the AS/RS, but where only single 
cycles were considered. Furthermore, our models can be 
used for further researches to develop more elaborated 
models, or can be combined with energy consumption 
models and even investment and usage cost models for 
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example, to establish general multi-criteria models that 
can be used for multi-objective optimization.   

Using the presented models, future works may also 
focus on performance evaluation and systems compar-
ison while having a reasonable background that can lead 
to a better understanding of such systems.  

APPENDICES  

Appendix A: Discrete storage time model for each mac-
hine 

According to [45] and since uniform distribution 
storage policy is considered: 

( )1 
D
MachineESC E X=    (A1) 

X is a uniformly distributed variable, its support is: 

{ },( )  / 1    1
2

l
i j h

N
Sup X W i and j N

⎧ ⎫⎧ ⎫= … …⎨ ⎨ ⎬ ⎬
⎩ ⎭⎩ ⎭
ε ε   (A2) 

Since a storage operation is simply a round trip 
between the P/D station and the storage location: 

, ,2i j i jW S=    (A3) 

Because the Tchebychev distance is considered: 

( ) ( )( )' '
, 2 1 ; 1i j h vS max i t l j t h= − + − +  (A4) 

We have 2(i-1) because of assumption A1. 
For simplifications we consider ' '  h vl t and h t= =  

( )' '
, (2 1) ;i j h vS max i t jt= −   (A5) 

On the other hand: 

( ) ( )
2

,
1 1

1
( )

Nl
Nh

i j
i j

E X W
Card Sup X = =

= ∑∑   (A6) 

( )( ) ( )( ) ( )( ).Card Sup X Card Sup i Card Sup j=   (A7) 

Therefore, we have: 
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2

,
1 1

2 2

Nl
Nh

i j
l h i j

E X S
N N = =

= ∑∑   (A8) 

Finally: 

( )2 ' '
1 

1 1

2 2 (2 1) ;

Nl
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D
Machine h v

l h i j
ESC max i t jt

N N = =
= −∑∑   (A9) 

According to assumption A1, by symmetry we find: 

( )2 ' '
 2

1 1

2 2 2 ;

Nl
Nh

D
Machine h v

l h i j
ESC max it jt

N N = =
= ∑∑   (A10) 

Appendix B: Discrete retrieval time models for each 
machine 

1-OP1: The machines work independently (product on 
the first position). 

This case is analog to a storage operation, since the 
travel is simply a round trip between the P/D station and 
the retrieval location.  

On the other hand, according to assumption A1 we have: 

1/ 1  2
D D
OP Machine MachineERC ESC=   (B1) 

1/ 2 1 
D D
OP Machine MachineERC ESC=   (B2) 

Therefore: 

( )2 ' '
1/ 1

1 1

2 2 2 ;
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D
OP Machine h v

i j
ERC max it jt

NhNl = =
= ∑∑   (B3) 

( )( )2 ' '
1/ 2

1 1

2 2 2 1 ;

Nl
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D
OP Machine h v

i j
ERC max i t jt

NhNl = =
= −∑∑   (B4) 

2-OP2: The machines work together (product is not on 
the first position). 

According to Bozer and White [45] and since 
uniform distribution storage policy is considered: 

( )2/ 1
D
OP MachineERC E Y=   (B5) 

Y is a uniformly distributed variable, its support is:  

{ },( )  / 1    1
2

l
i j h

N
Sup Y Z i and j N

⎧ ⎫⎧ ⎫= … …⎨ ⎨ ⎬ ⎬
⎩ ⎭⎩ ⎭
ε ε   (B6) 

In this case, the retrieval operation is a round trip 
between the P/D station and the retrieval location, in 
addition to restoring operations to reach the desired 
item: 

( ), , ,2i j i j i jZ R E Q= +    (B7) 

E(Qi,j) is the average restocking time for the bin (i;j), 
Qi,j is a uniformly distributed variable, its support is : 
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( ), 2 , 'i j i j pE Q m t=    (B12) 

Because the Tchebychev distance is considered: 

( ) ( )( )' '
, 2 1 ; 1i j h vR max i t l j t h= − + − +   (B13) 

We have 2(i - 1) because of assumption A1. 
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For simplifications we consider '
hl t=  and '

vh t=  

( )' '
, 2 ;i j h vR max it jt=    (B14) 

On the other hand: 
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Therefore, we have: 
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Finally: 
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We have that  ' '' ( ; )p h vt max t t=  
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According to assumption A1, by symmetry we find: 
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Appendix C: Discrete retrieval time model for the whole 
system in OP2  
From (8), (11) et (12) we have:  

( )2 2/ 1 2/ 2
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By replacing (C2) and (C3) in (C1): 
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Therefore: 
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We notice that this equation can be wrote this way: 
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So by merging the two sums and changing the index: 
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Appendix D: Continuous storage time model and 
retrieval time model for the whole system in OP2 

We have that for the S/R machine 1, a storage is 
simply round trip between the P/D station and the sto-
rage location: 

( )1 12C
MachineESC E V=    (D1) 

where E(V1) is the expected travel time from the P/D 
station and any storage location (and conversely), as 
calculated by Bozer and White [44]: 
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It is exactly the same thing for the Machine 2: 
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From (20) we have: 
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On the other hand: 
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Finally: 

2
1

2 3
C T bESC

⎛ ⎞
= +⎜ ⎟⎜ ⎟

⎝ ⎠
   (D10) 

For retrieval in OP1, we have from (33) and (35) 
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Then by replacing in (41): 

1/ 1 1/ 1 
1

1/ 1 1/ 1 

1/  2 1/  2

1/  2 1/  2

.

.

C C
C OP Machine OP Machine
OP C C

OP Machine OP Machine
C C
OP Machine OP Machine

C C
OP Machine OP Machine

ERC ERC
ERC

ERC ERC

ERC ERC
ERC ERC

= =
+

=
+

 (D12) 

1/ 1 
1

1/ 1 

1/  2

1/  2

( )²
2

( )²
2

C
C OP Machine
OP C

OP Machine
C
OP Machine

C
OP Machine

ERC
ERC

ERC

ERC
ERC

= =

=

  (D13) 

1/ 1 1/  2
1

1/ 1 1/  2

2 2
2 2

C C
C OP Machine OP Machine
OP

C C
OP Machine OP Machine

ERC ERC
ERC

CRC CRC

= = =

= =

  (D14) 

Finally: 
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Appendix E: Continuous retrieval time model for the 
whole system  
We have from (45) 
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We have that M' = ρM, therefore: 
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NOMENCLATURE: 

ERCD Discrete expected retrieval time 
ERCC  Continuous expected retrieval time 
ESCD Discrete expected storage time 
ESCD Continuous expected storage time 
AS/RS Automated Storage and Retrieval System 
P/D Pickup/Delivery 
S/R Storage/Retrieval 

t'
h Required time for displacement between 

adjacent bins (horizontally) 

t'
v 

Required time for displacement between 
adjacent bins (vertically) 

tv Height in time of the rack 
th Length in time of the rack 
M Number of unit-load emplacements in each bin 

Nh Number of bins in height 

Nl Number of bins in length 

T Normalization factor, T = max(tv,th)  

B Shape factor,  
( ),
( , )

v h

v h

min t t
b

max t t
=   

mi,j Number of stored items in the bin (i;j)  

H distance in height separating the P/D station 
and the lowest bin 

L horizontal distance separating the P/D station 
and the closest bin 

t'
m Required time for displacement between two 

paired bins 

N Number of unit-load emplacements in the 
whole system 

ρ Load rate 
 
 

МОДЕЛИ ЦИКЛУСНОГ ВРЕМЕНА КОД 
ДВОСМЕРНОГ ПРОТОЧНОГ РЕГАЛА СА 

СИСТЕМОМ ЗА АУТОМАТСКО 
СКЛАДИШТЕЊЕ И УЗИМАЊЕ РОБЕ  

 
М.А. Хамзауи, З. Сари 

 
Предмет истраживања је двосмерни проточни регал 
са системом за аутоматско складиштење и узимање 
робе о чему се од недавно пише у литератури. При-
казани су модели који разматрају овај систем са 
холистичког аспекта да би се боље разумело како он 
функционише. Усвојени метод моделирања омогу-
ћава развијање затвореног система и лакше 
коришћење једначина којима се моделира скла-
диштење и узимање робе за цео систем. Приказани 
су изведени непрекидни модели за оба поступка. 
Они имају једноставну примену у математичким 
истраживањима за оптимизацију, евалуацију про-
точности, упоређивање система, итд. Међутим, нису 
у потпуности поуздани код понашања реалног 
система. Ово је био разлог да се развију дискретни 
модели који су прецизнији и користе се као мерило 
поузданости континуираних модела. У том циљу је 
развијен сопствени софтвер а резултати су издвојени 
и анализирани. 
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