The main purpose of this research is to rejected or kept for terrain mapping. This will detect foggy aerial image and decide should it be seen as cloud or as fog depending on UAV’s position. In this paper research is made on assumption that UAV’s are less computer powerful it is challenge. Our approach is based on statistical data so it can recognize is there presence of fog in aerial image.
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INTRODUCTION

Clouds are visible aggregate of minute particles of water or ice, or both in the free air [1]. Since clouds take place at sky their presence can be anywhere on the planet at any time. If we want to take some aerial images of terrain then clouds can present an obstacle which will affect poor terrain visibility in image. Today more and more unmanned aerial vehicles (UAV) are used in every day application, especially in missions of Search and Rescue (SAR) [2]. For great importance it is necessary to know the terrain so SAR can be doable. First we have to map the terrain as best as we can, and today the best approach for that is taking aerial images with UAV’s. Since mapping will be conduct on good weather condition, there is always a chance for clouds to appear, which can affect on poor terrain visibility, also the image quality can be affected by different factors such as camera type, terrain characteristics, etc. [3]. From the UAV’s point of view cloud can be seen as cloud or as fog depending on UAV’s position. In this paper research is made on assumption that UAV’s is flying through the cloud so the problem is represented as fog. Since UAV’s are less computer powerful it is challenge to implement simple and effective algorithm that will detect foggy aerial image and decide should it be rejected or kept for terrain mapping.

The main purpose of this research is to find simple, less computer demanding method that will manage to fulfil that challenge. Our approach is based on statistical data obtained from converting color image to grayscale image and applying gamma correction factor to specific value. With some aerial images we have created training dataset for neuron. Neuron is simple two input neuron with sigmoid activation function so we can easily recognize should image be rejected or not. In chapter 2. It will be discussion about other methods used for fog detection within images, many of the approaches are related to fog detection in vehicles. Our approach of fog detection in aerial images is described in chapter 3. Results obtained by our method are described in chapter 4.

RELATED WORK

There are many methods of detecting fog within image, many of them are related to land vehicles. In the past year fog detection based on image processing has been studied so the fog effect can be removed from image [4]. Proposed method by Narasimhan and Nayar [5] is based on restoring contrast of the original image. Since image is degraded due to atmospheric conditions they develop a new physics-based model for multiple scattering of light rays as they travel from a source to an observer where weather condition and visibility of the atmosphere can be estimated. Tan [6] proposes several methods on image fog removal, first of them exploit two or more images of the same scene with different degrees of polarization. Second one is to use multiple images with bad weather conditions and exploit the differences of the images with same scene that have different properties of participating medium. Third approach is based on single image and 3D geometrical model of the input scene but main drawback of all these methods is that they cannot be applied to dynamic scenes but is able to restore image color and gray scale. In [7] He et al. proposed dark channel prior method on color image to detect haze and restore the image. New extended algorithm for fog detection is proposed by Tarel et al. [8] which better handles road images where large part of image can be assumed to be a planar road. Wang [3] proposed road extraction from aerial foggy image where image is defogging method based on modified dark channel prior is applied so contrast and highlight of road areas can be more visible. Mao et. al. [10] proposed a function for estimating the haze degree for the automatic detection of the foggy image with different haze degrees. New approach for detection of foggy images, together with dehazing, has been proposed by applying deep neural network [9][11][12].

OUR METHOD

Single neuron

Since idea was to make everything simple as possible, we have created one single neuron shown in figure 1.
Figure 1: Representation of single neuron architecture
Where input $x$ is the ratio between grayscale image mean and standard deviation. Weight $w$ and bias $b$ are normally distributed random numbers. There are several activation functions, e.g., step, linear, tanh, sigmoid, ReLU. For this neuron sigmoid activation function was used since output range will always be in range $(0, 1)$. Since small amount of fog in images is not of concern to visibility of image sigmoid activation function shown in equation (1) will tend to respond very less to changes in input $x$.

$$\text{sigmoid}(a) = \frac{1}{1 + e^{-a}}$$

Output of neuron $Y$ can be expressed by following equation (2).

$$Y = \text{sigmoid}(\sum (w \cdot x) + b)$$

Fog detection
Our approach to fog detection in image is based on grayscale image enhanced with gamma correction factor in a way that intensity of a light at each pixel is more significant than simple grayscale image. By applying gamma correction factor on a foggy grayscale image, ratio between mean and standard deviation of pixels is taken. With this ratio there is good approximation of images that should be kept or rejected due to poor visibility. Value of gamma correction factor is taken randomly in a way where ratio presented in equation (3), between mean and standard deviation will distinguished image visibility and classify it as positive or negative sample (1 or 0).

$$\text{ratio} = \frac{\text{mean}}{\text{std. deviation}}$$

In table 1, ratio of mean and standard deviation is taken from same set of images and therefore classify them by good or bad visibility.

<table>
<thead>
<tr>
<th>gamma</th>
<th>Image ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>2.95</td>
</tr>
<tr>
<td>1.5</td>
<td>2.38</td>
</tr>
<tr>
<td>2</td>
<td>1.76</td>
</tr>
<tr>
<td>2.5</td>
<td>1.11</td>
</tr>
<tr>
<td>visibility</td>
<td>1</td>
</tr>
</tbody>
</table>

From table 1, it can be seen that ratio of images 6 and 7 with gamma correction factor less than 2.5 classifies images as good visibility which is not desirable, therefore gamma correction factor 2.5 is used. Steps of our fog detection algorithm are presented in figure 2. We start by taking picture with camera. This input image is then converted to grayscale image. Next step is to add gamma correction factor of 2.5 to image and calculate ratio between mean and standard deviation of image. This ratio is the input of the trained neuron which will decide to keep or reject image.

The automatic image classification
The proposed fog detection algorithm is implemented in MATLAB using image processing toolbox. Single neuron design is also implemented through the same software. The experimented images are taken from video: (http://www.youtube.com/watch?v=GfxdeR2fLA&t=1s). From this video 15 images are taken for training neuron. Images have been hand classified as positive or negative samples, 6 of them are positive while rest as negative samples. Using MATLAB function to convert RGB image to grayscale we have converted all 15 samples. Next gamma correction factor of 2.5 is applied to all images and MATLAB function for image mean and standard deviation is used.

Figure 3 show the implementation of grayscale function and gamma correction factor. Calculated values of image mean and standard deviation are plotted so we can see good classification of positive and negative samples. Figure 4 show plotted graph of 15 images used for neuron training. After we have collected data set we start to train neuron. Learning rate is set experimentally to 0.1
and training rate is set to 1000 iteration where value of weight w and bias b is calculated. To evaluate our method of fog detection we have tested it with 20 more images extracted from the same video. Results are presented in figure 5.

**CONCLUSION**

In this paper we have presented a new method for fog detection in aerial images, inspired by many traditional defogging methods using convolution neural network (CNN) and statistical data of image with dark channel prior method. Our method uses only algorithm and simple neuron so the fog can be detected. Main advantage of this method is speed and low computational power which will suit for every drone. However, this method is tested only with specific aerial images so more research has to be done. Since there are no many aerial images with foggy weather our next goal is to add synthetic fog to aerial images and expend training dataset. After sufficient number of data we collect this method will be implemented on JETSON TK1 development kit used in drones so the live testing can be done.

![Figure 3: (a) input image, (b) grayscale conversion, (c) applied gamma correction](image)

![Figure 4: positive samples (red), negative samples (blue)](image)

![Figure 5: (a) rejected images, (b) kept images](image)
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