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Abstract — The paper presents the application of SIP protocol in the context of bag-of-tasks grid architecture. The SIP protocol has been used in the realization of the execution management service. The main idea is the use of stateful SIP proxy as a request broker. The paper provides a description of the concept, and the prototype system that has been built, as well as the calculation of estimated performance level and its relation to maximum RTT of grid system. The main advantage of this light-weight grid architecture is the reuse of a mature infrastructure. A short overview of some approaches to the mathematical modeling of computer grids is included.
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I. INTRODUCTION

Computing grids have been researched for already more than a decade. Such systems are used for different scientific and commercial purposes, like weather analysis and forecasts, fusion modeling, or commercial data centers. There is a variety of resources that can be shared, ranging from disk space to processing power. The basic premise is the creation of interoperable, reusable and portable components. The next step is solving many issues related to security, quality of service, monitoring and management of components and services. OGSA [1] is a well known grid architecture, developed by Global Grid Forum (today Open Grid Forum). It is based on the concept of web services, among others. We use it here to define the context for the proposed architecture. OGSA defines a set of functions which compose a grid. This paper’s focus is on the following OGSA functions: execution management services, notification, and security.

II. SESSION INITIATION PROTOCOL

SIP [2] is a signaling protocol targeted for multimedia communications over the Internet. It reached maturity with version 2, published in 2002. The protocol syntax is based on HTTP. SIP is the most important open protocol in this area today. It covers functions such as location service, session negotiation, establishment, modification, and termination. In VoIP, which is the primary use of SIP today, this session is a multimedia communications session. We discuss here the possibility of extending the notion of SIP session to jobs in a grid network. We note here that SIP protocol was initially developed as a general rendezvous protocol, and that VoIP later became its main application. The same functions that SIP covers are required in grid environment. Based on those functions we can build more complex grid services, in particular execution management.

III. PROPOSED GRID INFRASTRUCTURE

A. The Grid Environment

User-defined work is in OGSA referred to as a job. Jobs range from simple to complex, examples of which are composite jobs and workflows. Grid should include job schedulers that work based on the priority of jobs and allocation of resources. OGSA is a service-oriented architecture where services are in a peer relationship. In this paper, we focus on the middle tier of OGSA architecture, where abstraction and virtualization of OGSA result in so called capabilities. An example of a capability is execution management. Important issues that are handled by this capability are:

- finding candidate locations for execution of a user defined job
- selecting execution location
- preparing the selected location for execution
- initiating the execution
- managing the execution.

B. Applying SIP in the Grid Case

The basic scenario of job scheduling is presented in Fig.1. A client requesting a service sends a SIP INVITE message to SIP proxy acting as a broker. SIP proxy fetches the list of candidate locations from location service - using REGISTER message. INVITE is forwarded to each location in the list. This is the application of request forking concept. Proxy collects responses from candidate locations, and selects the optimal one, according to defined criteria. The selected response is forwarded to the client. Requests to other locations are canceled.
The scenario presumes that candidate locations have been registered at location service. Each candidate location runs a SIP user agent. The client requesting the service also runs a SIP user agent. The advantage of this architecture is that location service (registering and querying for the list of locations) as well as rendezvous protocol (client requesting service from proxy, proxy dispatching the request to candidate locations, and in the last step handshake between the client and the selected location) are already implemented as part of SIP user agent, registrar and proxy. The only modification to SIP software layer is the procedure for selection of location among candidates that responded to the forwarded request.

The architecture is proposed for bag-of-tasks applications [6] in which there is no communication between independent tasks. A basic requirement of the majority of computational activities is security. OGSA presumes the use of WS-Security protocols for purposes of authentication, authorization and message protection. Both application level and transport level (e.g. TLS) mechanisms are required in grid. SIP provides solutions, many of which are reused from HTTP. SIP includes mechanisms for authentication (both peer-to-peer, and peer-to-proxy) and allows encryption of parts of the message (most notably message body). Encryption of the whole message is not suitable, because SIP infrastructure elements along the message path (proxies) need access to some of the message headers. For this reason, SIP message syntax already provides for the transmission of user credentials, which is of interest in the grid case.

C. The realization of prototype system

For the realization of SIP components we have used mjSIP [4]. It is an open source SIP protocol stack, developed in the Java programming language. The prototype system has been developed in the Eclipse development environment, as a set of plugins:

- client application that requests service
- server application that provides service (execution location)
- proxy application that acts as request broker (execution management service)
- JSDL plugin.
- SIP plugin, which is in fact mjSIP library, with certain modifications.

The most important class in JSDL plugin is JSDLParser, which maps JSDL data to Java classes (unmarshalling) and vice versa (marshalling). In SIP plugin UserAgent class, the call method has one argument - job description. OnCallIncoming method of the same class is invoked on the server side, and includes unmarshalling of received JSDL job description and verification that requested resources exist on the server. Upon reception of 200 OK from the server, OnCallAccepted is invoked on the client side. For parsing of MIME bodies in SIP messages, MIMEUtility class has been developed. We have tested a limited case, in which there is a relatively small number of candidate servers, all present in a local network, and belonging to the same SIP domain.

IV. PERFORMANCE OF A SIP-BASED GRID SYSTEM

The performance of the proposed system depends on the delay introduced by SIP client-server negotiation. In the grid case, there will be a large number of clients (the order of magnitude is hundreds or even thousands), dispersed in many SIP domains. We assume that there would be a shallow hierarchy, in which local location service in clients’ domain would return a list of candidate clusters. The hierarchical structure is used in the majority of existing grid systems today. In a general case each candidate cluster would belong to a different SIP domain. Local location service in each candidate domain would map the address to a set of candidate locations in that
domain. Each candidate location that is available and provides a requested service would respond with 200 OK, and that message would be routed over the proxy in a candidate cluster to the proxy in the client domain. The total time for distributing the request in case of prototype system is:

\[ T_{\text{total}} = T_{\text{client_to_local_proxy}} + T_{\text{location_query_in_client_domain}} + T_{\text{forwarding_requests}} + T_{\text{collecting_answers}} + T_{\text{selecting_candidate}} + T_{\text{local_proxy_to_client}} \]  

In all calculations, we assume that there is an available server at the moment, thus no waiting in queue is required. It can be assumed that:

\[ T_{\text{client_to_local_proxy}} + T_{\text{local_proxy_to_client}} = RTT_{\text{in_client_domain}} \]  

If we consider now the hypothetical grid, \( T_{\text{client_to_local_proxy}} \) is exactly the same as in the prototype, \( T_{\text{location_query_in_client_domain}} \) is approximately very close, and can be assumed to be the same. Similarly to 2, it can be assumed that:

\[ RTT_{\text{inter_domain}} = T_{\text{proxy_to_cluster_proxy}} + T_{\text{cluster_proxy_to_proxy}} \]  

\[ T_{\text{cluster_proxy_to_server}} + T_{\text{server_to_cluster_proxy}} = RTT_{\text{in_cluster_domain}} \]  

\[ RTT_{\text{in_cluster_domain}} = RTT_{\text{in_client_domain}} \]  

\[ T_{\text{location_query}} \] in both cases, cluster and client domain, has the following components.

\[ T_{\text{location_query}} = RTT_{\text{intra_domain}} + T_{\text{processing_query_request}} + T_{\text{processing_query_response}} \]  

A maximum message size when using SIP over UDP is 65536 bytes. But the standard prescribes that SIP implementation should use a congestion controlled transport protocol (RFC 2914), such as TCP, if the size of request is within 200 bytes of MTU, or if it is larger than 1300 bytes, and MTU is unknown. The response should be sent using the same connection (if the request was sent using a connection oriented protocol, and the connection is still open), otherwise the value of Via header determines the transport that would be used.

It can be estimated that depending on the values of other message headers, REGISTER response of 1500 bytes can carry around 24 Contact headers. A message of 1300 bytes would carry around 20 Contact headers. That allows the realization of location query over UDP, without fragmentation, for a grid of 20 clusters, with 20 candidates in each cluster.

In the hypothetical grid case,

\[ T_{\text{total}} = 3 \times RTT_{\text{in_client_domain}} + 3 \times RTT_{\text{in_cluster_domain}} + \max\{RTT_{\text{inter_domain}}\} + T_{\text{processing_query_request_in_client_domain}} + T_{\text{processing_query_response_in_client_domain}} + T_{\text{processing_query_request_in_cluster}} + T_{\text{processing_query_response_in_cluster}} + T_{\text{selecting_candidate}} \]  

In our prototype system we have used XML bodies in REGISTER messages to convey the descriptions of server features. It is the same concept that is used for conveying CPL scripts in IP telephony [7]. This allows us to implement logic for matching of required resources/features with server descriptions – on the proxy side. The measurements have shown that a rise in \( T_{\text{selecting_candidate}} \) does not follow linearly a rise in the number of candidates. This is a consequence of the use of general purpose operating system and Java virtual machine. We present the cumulative distribution function of \( T_{\text{selecting_candidate}} \) in Fig 2. For comparison, CDF of normal distribution is given. Note that:

\[ T_{\text{selecting_candidate}} = 4.196 \text{ msec} \]
\[ \sigma = 1.169 \text{ msec} \]
\[ T_{\text{selecting_candidate_in_bare_mjSip}} = 1.647 \text{ msec} \]

When compared to 7 msec which is \( RTT_{\text{in_client_domain}} \), measured in our network the \( T_{\text{selecting_candidate}} \) is significant. But in a hypothetical grid, the \( \max\{RTT_{\text{inter_domain}}\} \) is potentially the dominant component, far outreaching \( T_{\text{selecting_candidate}} \). As it is well known, RTT for intercontinental and satellite links can reach 400 ms. On the other hand, the time components for processing query requests and responses are smaller than \( T_{\text{selecting_candidate}} \).

In some implementations, including mjSIP, registrar and proxy are collocated. In that case (\( RTT_{\text{in_client_domain}} + RTT_{\text{in_cluster_domain}} \)) should be subtracted from \( T_{\text{total}} \). Also, the time components for processing query requests and responses should be lowered, because only the most relevant information is carried in function calls – there is no overhead in building/parsing messages.

V. THE MATHEMATICAL MODEL OF SIP-BASED GRID PROTOTYPE

In order to successfully run and make use of a distributed system, the system provider needs to know several operational parameters, such as the probability that \( k \) servers are busy, average queue length, average waiting time, etc. To obtain these values, the system should be mathematically modeled and possibly simulated. In this section we list formulas for operational parameters of queuing systems that can be used for modeling computing grids. Some of the systems have not been solved analytically, or the formulas are not practical for use. Therefore we list two approaches for the numerical solution of these systems.

When modeling out SIP grid system, if we have in mind the general case, the system can be modeled as an M/G/n
system in the Kendall notation, see Fig 3. This applies to a bag-of-tasks system. For a more general grid system (e.g. that supports workflow) the model is based on a servicing network. Typically, each node in the network is modeled as M/M/n and the communication channels between nodes as M/M/1 systems. This is sometimes referred to as an M/M/n + M/M/1 model.

Returning to our system, the arrivals are Markovian and can be modeled as a Poisson process. Service times have a general distribution. There are n servers in the system. A special case of this system is M/G/1, a system with one server. Pollaczek [8] provided the formulas for M/G/1 system in the first half of the 20th century. The formulas have been interpreted by Khintchine [9], using the mathematical apparatus developed by Markov and Kolmogorov.

The Pollaczek-Khintchine formulas are given here:

$$\varepsilon \cdot \frac{1}{1-A} = \frac{1}{N} \cdot \frac{A s}{2(1-A)} \cdot e$$

(8)

$$W = \frac{V}{1-A}$$

Where,

$$V = A \cdot \frac{s}{2} \cdot e = \frac{\lambda}{2} \cdot m_2$$

W is the mean waiting time for all customers, s is the mean service time, A is the offered traffic, λ is the arrival intensity, m_2 is the second moment of service time distribution, and e is the form factor of the holding time distribution.

The mean value of the busy period is:

$$m_{r_1} = \frac{s}{1-A}$$

(9)

The busy period is a period from the moment when all servers get busy until the moment when a customer leaves the system. On the other hand, the mathematical modeling of M/G/n system is still an open issue, and many performance metrics are still unknown.

If we consider our laboratory prototype, we can assume a constant service time, in which case the model is M/D/n. This can be assumed for a grid system that provides a single type of service, using a set of servers that are based on the same hardware and software platform. However, the characteristics of the operating system should be considered as well.

The special case of M/D/n is the system with one server and a constant service time. The M/D/1 type of system has been analyzed by Erlang, who found the waiting time distribution, and Fry, who contributed the state probabilities formula.

The mean waiting time for M/D/1 system is:

$$W = \frac{A \cdot h}{2(1-A)}$$

(11)

where h is a constant service time. The mean value of busy period for the same system is:

$$m_{r_1} = \frac{h}{1-A}$$

(12)

State probabilities for M/D/n system are, in case that A < n:

$$p(i) = \left\{ \sum_{j=0}^{n-i} p(j) \right\} \cdot p(i, h) + \sum_{j=i+1}^{n} p(j) \cdot p(n + i - j, h),$$

i = 0,1, ...

(13)

where p(i, h) is the probability that there are i calls in time interval h. In order to obtain the explicit mathematical solution, generating functions are used [10]. The waiting time distribution is given by Crommelin's formula [11]:

$$p(W \leq t) = 1 - \sum_{i=0}^{n-1} \sum_{k=0}^{k-1} \frac{\{A(j-\tau)\}^{i-1}}{(T+j+1) \cdot n-i}!$$

(14)

where A is offered traffic, and

$$t = h \cdot T + \tau$$

0 ≤ τ ≤ h.

However this formula is not practical for calculation.

The realistic model of grid should include a queue. The state probabilities for a finite queue system M/D/1/k can be obtained in the following way. The system has k waiting positions and one server, that is (k+1) states. The formulas for k-1 states follow from the state probabilities for M/D/1 system:

$$p_{i+1}(i) = \left\{ p_{i+1}(0) + p_{i}(1) \right\} p(i, h) + \sum_{j=2}^{i+1} p_{j}(j) \cdot p(i - j + 1, h), i = 0,1,...$$

(15)

That gives k-1 equations. Additional two equations are:

$$\sum_{j=0}^{k} p_{j}(i) = 1$$

(16)

$$A = 1 - p_{0}(0) + A \cdot p_{s}(k)$$

The last equation stems from the so called PASTA property of this type of system.

We mention here two approaches, one providing a simpler formula for an already existing solution, and the other one for obtaining performance metrics of a queuing system that has not been solved analytically.

Franx [12] showed that the waiting time probability for
M/D/n is:
\[ P(W \leq x) = e^{-\lambda x} \sum_{j=0}^{m} \frac{Q_j x^j}{j!}, \]
(17)
\[ (k-1)D \leq x \leq kD, Q_n = \sum_{i=0}^{m} q_i, \]
where \( q_i \) is the probability of queue length \( i \). It is obtained by solving a set of linear equations:
\[ q_0 = \sum_{i=0}^{m} q_i \frac{(\lambda D)^n}{m!} e^{-\lambda D} \]
\[ q_i = \sum_{j=0}^{m} q_j \frac{(\lambda D)^{i+j}}{(i+n-j)!} e^{-\lambda D}, i > 0 \]
(18)

The equations can be solved using the fast Fourier transform and a geometric tail approach [13].

Khazaei and Misic [14] show that the Laplace-Stieltjes transform \( W* \) of waiting time distribution \( W \) for M/G/n system is:
\[ W^*(s) = \frac{Q}{(1-s/\lambda)}, \]
where \( Q \) is the queue length and equals
\[ Q(z) = \sum_{k=0}^{m} \pi_k + \sum_{k=0}^{m} \frac{Q_k}{z^k} \]
(19)
where \( \pi_k \) is the equilibrium probability distribution for the number of tasks present at arrival instants.

The steady state probabilities \( \pi_i \) are obtained numerically from balance equations
\[ \pi_i = \sum_{j=0}^{m} \pi_j p_{ji}, 0 \leq i \leq m \]
(20)
and normalization equation
\[ \sum_{i=0}^{2m} \pi_i = 1. \]
(21)

As already noted, M/M/n model has often been used for the modeling of grids in the existing literature, but recent research [15] highlights the advantages of M/D/n model. For the modeling of communications’ channel, the authors use M/D/1 system. The simulation results are compared to two models (M/M/n + M/M/1 and M/D/n + M/D/1). The relative error for varying workloads on a single grid node in case of the M/D/n + M/D/1 model does not surpass 7%, while for the M/M/n + M/M/1 model it almost reaches 25%, depending on the workload.

VI. THE IMPROVED ARCHITECTURE

SIP protocol provides means for further optimization. The solution is based on SIP presence service [16]. The foundation of presence service is the SIP event notification mechanism [17]. The mechanism is an implementation of publish-subscribe design pattern [18], adapted to SIP architecture. The presence service stores and distributes presence information. The service architecture recognizes three types of participants: server and two types of clients: presentities and watchers. We propose the use of subscribers, which is a specific type of watcher. Changes in presence information are distributed from presentities to subscribers, via servers and using event notifications.

Based on presence mechanism a proxy application can be built that keeps evidence on the state of registered candidate locations: whether they are currently engaged in the service of clients or available for a new service request. The network traffic during request distribution in a cluster is reduced, compared to the case when the request is forwarded to all suitable servers. The system described above can implement standard HRN (Highest Response Next) [19] scheduling schemes too. When notification from a presence server about the availability of a server is received, the job queue is checked and if not empty, selection of a candidate is performed for the selected job. The procedure can be as simple as taking the job from the head of the queue, which implements the standard FCFS (First Come First Served) scheme, or the queue can be iterated to find a job that suits some criteria, as for example in the SJF (Shortest Job First) scheduling scheme.

VII. RELATED WORK

Grid computing has already been researched for more than a decade. We mention here some of existing literature. To the best of our knowledge, a similar approach for use of SIP in this area has not been published.

GRAM job management system is a part of Globus Toolkit [20], a widely used grid platform, that has been developed since late 1990s. Globus supports hierarchical organization of grid. HTCondor, until 2012 known as Condor [21] is a workload management system that provides job queuing, resource monitoring, and resource management among other features. HTCondor-G is its scheduler, compatible with Globus - it can rely on GRAM for managing of remote jobs and GSI (Grid Security Infrastructure) for security. The advantage of SIP-based architecture compared to Globus and HTCondor is that it is a light-weight architecture, which requires a smaller number of software components, compared to the two. The only proposed grid architecture that makes use of SIP in available literature is [22], which is a wireless grid platform that uses SIP protocol and agents. SIP protocol is used for communication between users and agents, and between agents. Any modifications to SIP messages are not described (as JSDL used in message bodies in our proposal). The hierarchical architecture of grid and the use of SIP proxy for request brokering are specific to our proposal.

VIII. CONCLUSIONS AND FUTURE WORK

The paper presents a SIP based bag-of-tasks grid architecture. SIP has been used as rendezvous protocol that provides infrastructure for distribution of requests, client-server negotiation, and registration of execution locations. A prototype that has been built using mjSIP protocol stack proves the viability of the proposed solution. The estimation of performance shows that request distribution time does not increase significantly with the increase of the size of the grid. The dominant component is maximum RTT which does not depend on the number of candidate locations in a cluster. On the other hand, the more dispersed the grid gets, the chance is that RTT of network paths could increase substantially in the case of slow networks, but grid administration can be used to exclude those paths and clusters. This reasoning
fulfills one of the important requirements towards grids and that is scalability. The advantage of the proposal is the reuse of existing, stable architecture with a large installed base in today’s Internet. Also the proposed light-weight architecture reduces the number of required components, compared to Globus Toolkit or HTCondor.

The future work aims at implementation of the improved architecture, presented in section 6. The improved architecture would support implementation of standard grid job scheduling schemes (SJF, FCFS, HRN). The request distribution time would be decreased with the improved architecture. There are open issues to be solved: fault tolerance, checkpoints, and job migration.
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