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Abstract — The first step in most computer aided diagnosis 

systems is an accurate segmentation of breast region, which 
affects not only the accuracy but also the speed of the analysis 
because it significantly reduces the area of the image to be 
examined. The second step usually includes removal of 
pectoral muscle region, which is seen in mediolateral oblique 
view mammograms. This is primarily done to reduce the 
number of false positive breast cancer detections. In this 
paper, a method for the segmentation of breast region based 
on contrast enhancement and k-means algorithm is proposed. 
To extract pectoral muscle, a region of interest is found, its 
contrast is enhanced and the pectoral muscle is identified using 
k-means algorithm. Cubic polynomial fitting is used for the 
estimation of muscle's boundary. The method is validated with 
mammograms from miniMIAS database.  

Keywords — Breast segmentation, computer aided 
detection, MIAS database, pectoral muscle. 

I. INTRODUCTION 

HE most frequent form of cancer in women is breast 
cancer [1]. Mammography is the best way for non-
invasive detection of malignant breast disease at an 

early stage. Mammography is an X-ray breast examination 
method, which utilizes a specially designed X-ray device 
that uses a beam of low energy (about 20 kV) to minimize 
the side effects of radiation on the patient. Older generation 
(analogue) devices use film to capture X-ray beams and 
doctor-specialists visually analyze the image. In digital 
mammography, a digital detector catches X-ray beams and 
converts them to electronic signals thus creating an 

electronic image. Use of digital mammography devices, or 
digitized films obtained from analogue devices, provide all 
the advantages of digital image processing, viewing, 
archiving and transfer of files, which facilitates and 
improves analysis of the image and enables more accurate 
diagnosis. Digital mammography devices are better because 
they require fewer doses of radiation, while directly 
generating an electronic image which is processed and 
analyzed by computer. The use of mammography screening 
can significantly reduce mortality from breast cancer [1]. 
Therefore, many techniques for the processing and 
improvement of digital mammograms are being used in 
CAD (Computer Aided Detection) systems [2]–[9]. A large 
number of such systems have two important preprocessing 
steps: detection of breast and pectoral muscle regions. 
Assessment of the actual edge of the breast is important in 
order to accurately distinguish it from the background and 
artifacts. Segmentation of breast object in digital 
mammograms enables reduction of an image region to be 
tested for anomalies, elimination of background and 
artifacts that are often found in the image (for example, a 
label that defines whether it is a left or right breast, which 
mammography view was the image taken at - CC (Cranio-
Caudal) or MLO (Mediolateral-Oblique). Segmentation of 
breast is a difficult task due to the presence of artifacts, 
noise, but mostly because of the low density of fat tissue 
close to its border. The intensity of pixels near the border of 
the breast tissue differs little from the intensity of the 
background which can lead to inadequate segmentation of 
breast region. This way, anomalies that are located close to 
the edge could be overlooked.  

A number of algorithms for the segmentation of breast 
and pectoral muscle have been developed. The authors in 
[10] found a rough edge of the breast using a simple 
binarization and morphological erosion, then using active 
contours based on the gradient the actual edge of the breast 
is obtained. In [11] a global threshold from original 
mammogram is found, then the image is enhanced by 
histogram stretching. Algorithm based on the gradient is 
used to detect border pixels, and the border itself is drawn 
using interpolation and extrapolation of detected pixels. 
Extracting pectoral muscle based on the region growing is 
proposed in [12]. In the first step, authors improve image 
contrast with CLAHE (Contrast Limited Adaptive 
Histogram Equalization) algorithm, then define the region 
of interest in which the pectoral muscle is located and 
eventually propose an algorithm for pectoral muscle 
elimination based on seeded region growing. In [13], the 
rough boundary of muscle is found with the iterations of 
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Otsu's thresholding method and mathematical morphology. 
The actual boundary of the pectoral muscle is obtained by 
using a multiple regression algorithm.  

This paper proposes a method for the segmentation of 
breast and pectoral muscle regions in a digital mammogram 
using methods of digital image processing. It is an extended 
version of the work published in [14]. The first step in the 
proposed method is the segmentation of breast region. 
Contrast of the image is improved using the AGCWD 
(Adaptive Gamma Correction with Weighting Distribution) 
method [15], followed by binarization of the image using 
the k-means algorithm. The application of morphological 
operations to a binary image gives a finer border of the 
breast. After segmenting the pectoral muscle, the breast 
orientation is found and all images are positioned so that the 
muscle is in the upper left corner. A region of interest is 
allocated and its contrast is enhanced in order to increase 
the difference of intensities between pectoral muscle and 
the surrounding tissue. Based on the k-means method, a 
binary mask representing the pectoral muscle is obtained. 
The estimation of the muscle's edge is carried out by using 
a third order polynomial fitting [16]. The efficiency of the 
method was tested on mammograms from the reference 
miniMIAS (Mammographic Image Analysis Society 
Database) database [17], [18]. 

II. BREAST REGION SEGMENTATION 

In order to extract the breast region, it is necessary to find 
the breast border. Breast segmentation may be a 
complicated task because the intensity of pixels near the 
border is similar to the background. This often leads to so-
called sub-segmentation of the breast in which parts of the 
tissue near the border are characterized as background. In 
this way, anomalies that are located near the border may not 
be registered. To find the actual breast border, AGCWD 
algorithm proposed in [15] is applied for contrast 
enhancement. The authors propose a new algorithm for 
modifying the histogram combining gamma correction and 
histogram equalization. Gamma correction can be 
represented as: 
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where maxl  is the maximum intensity of the input image, 

and    is an adaptive parameter. The intensity value l  of 

the input image becomes ( )T l  after gamma correction. 

Histogram equalization is defined as: 
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where ( )F l  is the cumulative distribution function which is 

calculated based on the probability density function, f . 

The probability density function f  is defined as: 
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where ln  is the number of pixels with intensity value l  and 

totn  is the total number of pixels in the image. Cumulative 

distribution function F   is calculated by: 
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The authors in [15] propose an adaptive gamma 
correction (AGC) based on the modified cumulative 
distribution function as: 
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This method increases the value of pixels of low intensity 
while avoiding significant degradation of high intensity 
value pixels. The introduction of weighting distribution 
(WD) somewhat modifies the statistical histogram and 
reduces negative effects. A weighting distribution function 
is defined as: 
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where   is the adjusted parameter, maxf  and minf  are the 

maximum and minimum values of the probability density 
function. 

The modified cumulative distribution function is 
calculated as: 
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where the sum of modified probability density function is 
defined as: 
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The gama parameter that depends on the modified 
cumulative distribution function is: 
 ( ) 1 ( )wl F l    (9) 

The resulting gamma parameter is inserted into equation 
(5) and new pixel values are calculated.  

In order to provide the same size, 1024 1024 , for all 
images from miniMIAS database, black columns (columns 
in which all pixels have a zero intensity value) are added  
from the left and right sides of the scanned mammograms 
(Fig. 1). We leave out those columns and continue with 
further processing on the newly obtained images (Fig. 2a). 
The intensities of background pixels around the breast are 
not equal to zero but have some small value (from 5 to 15  
depending on the image). In order to avoid the increase of 
the intensity of these pixels, we find the first non-zero pixel 
from the left and right side of the image. A pixel with a 
lower intensity is stored as a new variable t . If the value of 
this variable is small enough ( 10t  ), the intensity of all 
pixels in the image is reduced by the value t  and AGCWD 
method is applied. Figure 2 shows the original image and 
the image after subtraction of the value t , and the results of 
the AGCWD algorithm on these images. Results obtained 
after AGCWD on two images are different on the external 
part of the breast.  Subtracting the value t  from the original 
image only slightly suppresses the background, while 
important information is retained.  

In order to further suppress unwanted background around 
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the breast, we subtract images obtained with top-hat and 
bottom-hat transformations from AGWCD image, where a 
disk of radius 5 pixels was used as a structural element 
(Fig. 3). 

 
Fig. 1. Original image (mdb237). 

 
a)                                    b) 

 
c)                                    d) 

Fig. 2. a) Input image b) Image subtracted by value t  
c) AGCWD applied to a)    d) AGCWD applied to b). 

 The k-means algorithm is applied to the resulting image 
from the previous step in order to obtain a binary image. 
This method is a method of cluster analysis which aims to 
divide n  objects into k  clusters so that each object belongs 
to a cluster with the nearest mean. Each cluster is 
represented by its mean. The observed object joins a cluster 
with the nearest mean value. The initial selection of mean 
values is random. The mean value is calculated as the 
arithmetic mean of the objects in the cluster. In our 
algorithm, the image is divided into 10  clusters (Fig. 4a) 
and the cluster with the lowest mean is rejected as it 

represents the background. Morphological opening with a 
disk of radius 10  is applied to the image in order to remove 
any small objects and retain only the largest one that 
represents the breast. Filling of small holes is done and 
averaging filter is applied to get a smoother border of the 
breast. The filter is of size 20 20  and it is assumed that 
pixels with intensity values above 0.5  form the breast (Fig. 
4.b). The obtained image is multiplied by the original 
mammogram and only the desired object, which represents 
the breast region, is kept (Fig. 4c). A breast border marked 
with a green color on the initial mammogram can be seen in 
Fig. 4.d. 

 
Fig. 3. Suppression of unwanted background using 

mathematical morphology. 

 
a)                                    b) 

 
c)                                    d 

Fig. 4. a) Clusterized image (k=10) b) Mask of breast 
region c) Final image of breast region d) Input image with 

breast border marked. 
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III. PECTORAL MUSCLE REMOVAL 

Image obtained in the previous step (Fig. 4.c) is used as 
the input image for the segmentation of pectoral muscle. 
Our goal is to have the pectoral muscle located in the upper 
left corner in every image. To achieve this, we must first 
determine the orientation of the breast. An image mask that 
covers only the region of the breast is divided into four 
equal quadrants, and we compare the amount of white 
pixels in the upper two quadrants. If there are more white 
pixels in the right quadrant, we conclude that the pectoral 
muscle in that image is on the right side and the image needs 
to be flipped horizontally. A region of interest starts in the 
top left corner and its width is equal to the width of the 
breast at the top. The height of the region is equal to 70%  
of the breast height. The resulting image of the ROI (Fig. 
5.b) is normalized and image contrast is enhanced with:  

 1 255
255

I
I a b a

        
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 (10) 

where I  and 1I  are input and output images, a  and b   are 

constants which in our case take the values of 0.7  and  2  
respectively. The obtained image is shown in Fig. 5.c. 

 
a)                       b)                            c) 

Fig. 5. a) Input image (mdb035)     b) ROI  
c) ROI with enhanced contrast. 

The next step is clustering which is done using the k-
means algorithm. Clustering is performed with three 
different numbers of clusters simultaneously: in the first 
case the image is divided into two, in the second into three, 
and in the third into four clusters (Fig. 6). In every image 
we retain only the cluster with the highest mean value. To 
remove small objects and to break the weak links, 
morphological opening of the image, with a disk of radius 
5 as a structuring element, is performed. Of the three largest 
objects in the image, we keep the one that is closest to the 
top left corner and assume that it represents the pectoral 
muscle. After that, filling of small holes is performed 
(Fig. 7). 

Selection of the appropriate clustering is done based on 
the percentage of the image that represents the object. Since 
sometimes a part of the breast is segmented along with the 
pectoral muscle (Fig. 6a), the percentage of segmented 
object would not represent the actual percentage of the 
pectoral muscle. Also, the difference between the two 

adjacent clusterizations would be much greater because of 
the segmented breast part that does not belong to a muscle. 
Therefore, we decided to compare only the upper half of the 
images based on the following parameters: 
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where ,i whitep  is the number of pixels of the upper half of 

the image belonging to the object, totalp  is half of the image 

area, and ip  is the percentage of pixels belonging to an 

object in the observed part. The variable 1, 2,3i    indicates 

whether it is the first ( 2k  ), second ( 3k  ) or third (
4k  ) case. The percentage difference of objects between 

adjacent clusterizations is defined as: 
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a)                       b)                      c) 

Fig. 6. Clusterized images: a) k=2; b) k=3; c) k=4. 

 
a)                       b)                      c) 

Fig. .7. Pectoral muscle region for a) k=2; b) k=3; c) k=4. 

Based on the visual analysis of images, we set the criteria 
for selecting the best clusterization. If the object in the first 
clusterization occupies less than 40%  of the upper half of 
the image ( 1 40p  ), the first clusterization is chosen. If an 

object in the second clusterization takes up more than 65%   
of the upper half of the image ( 2 65p  ), we choose the 

third clusterization. For cases that do not fall into these two 
ranges, the selection is made based on the percentage 
difference. If 1,2 15r  , that is, if the object from the second 

clusterization covers an area larger than  85%  of the object 
from first clusterization, we choose the first clusterization. 
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If 1,2 15r   and 2,3 15r  , the second clusterization is 

chosen. In all other cases, the third clusterization is the final 
one. The selection criteria are shown in detail in Fig. 8.  

The final region of the pectoral muscle, for example from 
Fig. 6, is shown in Fig. 9.a, where the first clusterization (

2k  ) is chosen as the final one. 
 

 
Fig. 8. Best clusterization decision criteria. 

The obtained region of pectoral muscle represents a 
binary mask which is used for the estimation of the muscle's 
boundary using a polynomial function of the third degree: 

 3 2
1 2 3 4y c x c x c x c        (13) 

where y  is the horizontal coordinate, x  is the vertical 

coordinate, and ic  are the coefficients of polynomial. 

For curve estimation, we take into account the points that 
are located on the border between the pectoral muscle and 
the background, so long as the value of the horizontal 
coordinate decreases (Figure 9.b). The final region of the 
pectoral muscle is shown in Figure 9.c. 

 
a)                       b)                      c) 

Fig. 9. a) Mask image; b) Points for curvature estimation; 
c) Marked pectoral muscle. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

To test the proposed method for breast region 
segmentation and pectoral muscle removal, we used 
reference miniMIAS database [17], [18]. The database 

contains 322  images of the same size 1024 1024  with 8   
bits per pixel. The breast segmentation results obtained by 
visual comparison of the actual and regions segmented by 
the proposed method are shown in Fig. 10. From the figure 
it can be concluded that the proposed method gives 
promising results in 97.51%  cases. An example of good 
segmentation is shown in Fig. 11.a, while acceptable 
segmentation can be seen in Fig. 11.b. An example of bad 
segmentation is shown in Fig. 11.c where a label was not 
removed due to its nearness to the breast border. 

 
Fig. 10 Results of breast region segmentation. 

 
a)                             b)                        c) 

Fig. 11. Breast region segmentation: a) Good (mdb207); 
b) Acceptable (mdb010); c) Bad (mdb006). 

The results of pectoral muscle removal are shown in Fig. 
12. The success rate is lower due to large differences in the 
intensity and texture of pectoral muscles in different 
images. Example of good segmentation is presented in Fig.  
13, while an example of acceptable segmentation can be 
seen in Fig. 14. Bad segmentation can be seen in Fig. 15 
where, due to big differences of contrast in the pectoral 
muscle, just one part of it is detected. 

 
Fig. 12. Results of pectoral muscle removal. 

Good, 
90.68%

Acceptable, 
6.83%

Bad, 2.48%

Good, 
68.32%

Acceptable, 
19.25%

Bad, 
12.42%
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V. CONCLUSION 

A new method for breast region segmentation and 
pectoral muscle removal is proposed. Breast segmentation 
is done using adaptive gamma correction with a weighting 
distribution to improve the contrast of the image, after 
which the k-means method has been applied. 
Morphological operations on a binary image give a finer 
breast border.  

 
a)                    b)                       c) 

Fig. 13 Good pectoral muscle removal 
a) Input image (mdb289); b) ROI; c) Pectoral muscle. 

 
a)                   b)                          c) 

Fig. 14. Acceptable pectoral muscle removal 
a) Input image (mdb061); b) ROI; c) Pectoral muscle. 

 
a)                   b)                          c) 

Fig. 15. Bad pectoral muscle removal 
a) Input image (mdb039); b) ROI; c) Pectoral muscle. 

To remove the pectoral muscle, it is necessary to 
determine the orientation of the breast and position all the 
images so that the pectoral muscle is in the upper left corner. 
Contrast enhancement of the region of interest is preformed 
and the binary mask representing the pectoral muscle is 
found using the k-means algorithm. Estimation of curve 

representing the border of the pectoral muscle is done by 
using the third order polynomial fitting. The efficiency of 
the method was tested on 322  images from reference 
miniMIAS database. The breast region is well segmented in 
90.68% cases, acceptably in 6.83%  and bad in 2.48%  
cases. The success rate of pectoral muscle removal is lower 
because of the large difference in the intensity and texture 
of muscles in images. Pectoral muscle is well segmented in 
68.32%  cases, acceptably in 19.25%  , and bad in 12.42%  
cases. 
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