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Abstract

The main aim of this paper is to experimentally verify the impact of filter methods on the classification accura-
cy of the radial basis function (RBF) network. The goal of this research is also to present and compare differ-
ent algorithmic approaches for constructing and evaluating systems that learn from experience in order to
make decisions and predictions, and minimize the expected number or proportion of mistakes. Fifteen real
data sets and three artificial data sets have been used to compare the results of classification accuracy with
the RBF network. We can conclude that it is possible to improve the system performance of inductive learning

rules in different problems, using the filter methods for reducing the dimensionality of data.
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Introduction

Machine learning is a field of artificial intelli-
gence that deals with the construction of adaptive
computing systems that are able to improve their
performances by using information from expe-
rience. Machine learning is a discipline that stu-
dies the generalization, construction and analysis
of algorithms that have the ability to generalize.
However, as much as the applications of machine
learning are diverse, there are repetitive tasks.
Therefore, it is possible to talk about the types of
learning tasks that often occur. One of the most
common tasks of learning that occurs in practice
is classification. Classification is an important
recognition of object types, for example, whether
a particular tissue represents a malignant tissue or
not.

There is a wide range of classification algo-
rithms available to us, each with their own
strengths and weaknesses. There is, however, no
learning algorithm which works best with all
problems of supervised learning. Machine learn-
ing involves a large number of algorithms such as:
artificial neural networks, genetic algorithms,

probabilistic models, rule induction, decision
trees, statistical and pattern recognition methods,
k-nearest neighbors, Naive Bayes classifiers and a
discriminatory analysis.

In this paper, the radial basis function (RBF)
network is used. The RBF network offers a num-
ber of advantages, including requiring less formal
statistical training, the ability to implicitly detect a
complex nonlinear relationship between depen-
dent and independent variables, the ability to
detect all possible interactions between predictor
variables and the availability of multiple algo-
rithms for training. The main objective of this
paper is to show that it is possible to improve the
performance of the system for inductive learning
rules with the RBF network for classification
problems, using the filter methods and data di-
mensionality reduction techniques.

Various aspects of the feature selection have
been studied. A search is the key topic in the
study of a feature selection (Doak, 1992), such as
search starting points, search directions, and
search strategies. Another important aspect is how
to measure the goodness of a feature subset
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(Doak, 1992). Algorithms for a feature selection
may be divided into filters (Fayyad & Irani, 1992;
Liu & Setiono, 1996), wrappers and embedded
approaches (Das, 2001). Filters methods evaluate
the quality of selected features, independently
from the classification algorithm; wrapper me-
thods require the application of a classifier to eva-
luate this quality, whereas embedded methods
perform a feature selection during the learning of
optimal parameters. According to class informa-
tion availability in data, there are supervised fea-
ture selection approaches as well as unsupervised
feature selection approaches.

The main aim of this paper is to experimental-
ly verify the impact of filter methods on the clas-
sification accuracy of the RBF network. For this
purpose, the paper is structured in the following
way. In the first part of the paper, a model of the
RBF network is presented; in the second part, a
description of data sets is given. The third part of
the paper describes the methodology of experi-
mental research. In the fourth part, we will try to
solve a problem by using the RBF network as a
supervised learning algorithm. To achieve greater
forecasting accuracy and make more appropriate
decision, the filter method for reducing the di-
mensionality of data is used. Also, in the fourth
section, the results of an experimental study that
have been collected during the survey are pre-
sented. In the last part of the paper, the obtained
results are discussed and directions for further
research are given.

1. The representation of the RBF
network model

The classification of neural networks has proved
to be a very good one only for more serious clas-
sification problems, where it is difficult or im-
possible to use the classical technique. Besides,
neural networks are well-suited to work in condi-
tions of noise in data. From the point of view of a
layered mode of the organization of neurons in a
network, the network can be classified into a sin-
gle-and a multi-layered one. The first layer is
called the input layer, the last is the output layer;
all other layers are called hidden layers. As a rule,
each layer receives inputs from the previous layer
and sends their outputs to the next layer.

From a structural point of view, depending on
the model used to build neural networks, neural
networks can be divided into static and dynamic
ones. In this paper, a static neural network is used.
The main characteristic of static neural networks
is that neurons are organized beforehand, so that
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neurons are connected in a way with no form of
feedback. These networks cannot contain dynamic
members, making them structurally stable. Since
there are no dynamic members, the static response
of the neural network depends only on the current
state and the input values of the network parame-
ters. Static neural networks are commonly used in
the identification process, process management,
and signal processing and pattern recognition. The
most common types of static neural networks are
the MLP and the RBF neural networks. The pseu-
do-code for RBF training (Basir, 2015) is shown
in Figurel.

trainRBF (in, out, width, MaxError, data) {
hidden = 0;
net = initRBFNetwork (in, out, hidden); // init network nodes
do {
/ffind the data vector that produces the largest error
i = findMaxNetworkError (data, net); / /i = indexof vector
/ I add neuron to the RBF layer at same point as the above
data vector
addRBFNeuron (net, width, data (i)); / / data (i) = center
point
/ I findthe overallnetworkerror
NetError = trainOutputWeights (net, data);
} while (NetError>MaxError);

}

Figure 1 The pseudo-code for RBF training
Source: Basir, 2015

2. The description of the data sets

Fifteen real data sets and three artificial data sets
have been used for tests, taken from the Universi-
ty of California, Irvine (UCI) repository of ma-
chine learning databases (Frank, Asuncion, 2010).
We used these data sets to compare the results of
classification accuracy with the RBF network.
These data sets are: breast cancer (bc),credit ap-
proval (ca), Statlog German credit data (cg), car-
diography (ct), hepatitis (he), liver (li), lung can-
cer (Ic), mammographic mass (mm), monk prob-
lems (monkl (ml), monk2 (m2), monk3 (m3)),
mushrooms (mu), Parkinson (pa), Pima Indians
diabetes (pi), image segmentation (se), soybean
(so0), Stat log heart (sh) and congressional voting
records (vo). Table laccounts for the details for
the benchmark data sets that have been used from
the UCI repository of machine learning databases.

There are 18 data sets, out of which the 15 da-
ta sets are real, which means that they are ob-
tained by collecting data from real, existing sys-
tems. The other three remaining data sets m1, m2
and m3 are artificial data sets, which means that
the data have not been collected from the real sys-
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tem, but rather created by the researchers for re-
search purposes. To obtain the reference data, real
and artificial data sets have been used to prove the
stated hypothesis.

Five data sets have more than 20 attributes, /c—
56, s0—35, pa and ct-23 and mu—22 attributes. The
following data sets have the smallest number of
attributes: ma-5, li, m1, m2 and m3— 6 attributes.
We conclude that the observed data sets are data
sets with a very large number of attributes, as well
as those sets that have a small number of
attributes, which is good from the standpoint of
research. The observed data sets are balanced be-
cause there are data sets containing only categori-
cal or only numerical attributes, as well as data
sets containing both categorical and numerical
attributes.

Table 1 Display data sets. “CV” means cross-validation

Attributes °
‘e N @
Bl |s|glz8 2| 8| 58
8|2 =
be 9 2 286 cv 70.30
ca 15 2 690 cv 55.50
cg 20 13| 7 2 1000 cv 50.10
ct 23 0 |23 | 3 2126 cv 95.00
he 19 13 | 6 2 155 cv 78.10
li 6 0| 6 2 345 cv 58.10
Ic 56 0 |5 | 3 32 cv 26.80
ma 5 0 5 2 961 cv 84.00
m1 6 6 0 2 124 308 50.00
m2 6 6 0 2 169 263 67.13
m3 6 6 0 2 122 310 52.78
mu 22 210 2 8124 cv 51.80
pa 23 0 |23 | 2 195 cv 76.00
pi 8 0 8 2 768 cv 65.10
se 19 0 |19 7 2310 cv 14.30
so 35 3B 0| 19 683 cv 1347
sh 13 3|10 2 270 cv 55.00
vo 16 16 | 0 2 435 Ccv 61.40

Source: Author

Among the analyzed data sets, only two data
sets have a larger number of classes, se— 7 classes,
and so—19 classes. The reason for this is the fact
that in the majority of the problems of the classifi-
cation, the existing instances are sorted into two,
possibly three classes, and rarely into a larger
number of classes.
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Table 1 shows that the number of the instances
provided for training varies from a small number
of the collected instances, which is the case with
lc—only 32 instances, to the events that have a
much bigger number of the instances, for example
mu—8124 instances for training. In all real data-
sets, the10-fold cross-validation (CV) is used. The
researchers have created the artificial data sets
ml, m2 and m3, separating these data into two
groups: those that will serve to train and those that
will serve for testing, whereby a small number of
data are used for training (on average, around
25%). The last column of the table shows the ref-
erence accuracy for the real and the artificial data
sets.

3. The methodology of the
experimental research

The experiment was performed by using the
WEKA (Waikato Environment for Knowledge
Analysis) tools for data preparation and research,
developed at the University of Waikato in New
Zealand. When searching for the model that best
approximates the target function, it is necessary to
provide measures of quality models and learning.
In our experimental studies, different measures
can be used, depending on the problem; classifica-
tion accuracy, as a measure of the quality of the
model, has been used.

To obtain a more reliable evaluation of learned
knowledge, cross-validation has been used, where
there is a full data set split into » approximately
equal subsets. In doing so, in each iteration, there
is an n-1 training subset; after the training, the
quality of learned knowledge is assessed in the
last remaining subset. The procedure described
above is repeated for all other subsets extracted as
the final quality score, obtained by taking the av-
erage score for each of the subsets. In our experi-
mental study, the taken value of n is 10. Cross-
validation has been used in our experimental
study, because the procedure leads to a stable
quality evaluation. The advantage of this method
is that each of the n steps of cross validation using
a large amount of data in their training and all
available instances at one time have been used for
the purpose of testing.

In the experimental research, filter methods
have been used in order to reduce the dimensio-
nality of the data. In our experiment, a solution
with the number of attributes that will be used
further in the study has been selected, which gives
the highest classification accuracy. The results
provide accuracy obtained as an average often
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repetitions, each time with 10-fold cross-
validation.

In our experimental research, the Paired t-test
has been used, where the level of significance has
been set to a value of 0.05.The Paired #-testis used
if there is a simultaneous determination of classi-
fication accuracy for different data sets via two
methods in order to determine whether the value
obtained by different methods differs significant-
ly. The Paired #-test is used to test the significance
of the mean differences pairs d. according to the

following equation:

_dVN

Sa

t

where sq is a standard deviation of the obtained
differences. If the calculated value of the parame-
ter t is greater than the tabular one (a critical val-
ue), the null hypothesis is rejected and d is said to
be significantly different from zero, or that the
difference in the pairs is statistically significant.

The tables presented below, the ones account-
ing for classification accuracy, and the others ac-
counting for the time needed for training data, use
the signs “+” and “-” to indicate either statistically
better (+) or worse (-) results. The basic level of
significance of the classifier is specified in the
value of 0.05. In the tables of classification accu-
racy, the sign “+” indicates a significantly higher
value for classification accuracy, whereas the sign
“-” indicates a significantly lower value for classi-
fication accuracy.

The tables that contain the data of the time
needed for training data, the “+” sign indicates a
significantly lower value for the required time,
which means that it is a statistically better result,
whereas the “-” sign indicates a significantly
higher value for the required time, which means
that it is a statistically worse outcome. Consider-
ing that the time required for training data can be
changed, if different methods for reducing the
dimensionality of the data are applied, it is good
that during the experiment a smaller value for the
required training time can be obtained, because
then our algorithm works faster, which is espe-
cially important if we have a problem in real time.

In our experimental research, whenever two or
more algorithms are compared, the table of classi-
fication accuracy and the table for the time needed
for training data are given. The comparison is
such that the second algorithm is an algorithm in
which the pre-selection attributes are performed,
and the first algorithm is the standard algorithm
without the pre-selection of attributes. When the
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results for the time required for training data are
shown, they are expressed in units of CPU
seconds. The experiment was performed on the
AMD Phenom (tm) 9650 Quard-Core Pocessor
2.31 GHz with 4GB of RAM.

Filtering methods work independently from
the classification algorithms. The attribute value is
estimated by analyzing the general characteristics
of the data from the learning set. These methods
use different techniques of the attributes selection,
because there are several ways of the heuristic
evaluation of attributes. Filtering methods are di-
vided into two main groups, depending on wheth-
er the subsets of attributes or individual attributes
are heuristically evaluated.

In this paper, the following filtering methods
for ranking attributes, statistically and entropy-
based, showing good performance in various do-
mains are used: Information Gain (IG), Gain Ra-
tio (GR), Symmetrical Uncertainty (SU), Relief-F
(RF), One-R (OR) and Chi-Squared (CS). All
these methods rank attributes for each data set.
Considering that the method of ranking attributes
ranks all the attributes in the order of their impor-
tance for the classification problem, these me-
thods do not perform an automatic reduction in
the number of the attributes. In order to realize a
reduction in the number of attributes, there are
two possibilities: (1) to use a threshold or (2) to
use an appropriate number of attributes for each
data set and each of the filtering methods. In this
experimental study, the second possibility is used.

W Original dataset WIG WGR W5U WRF WOR w(s

Number of attributes.
i

s

iLL o Ln"hL

b @ @ € he W . ma ml mZ m3 mu pap

Data sets

s s sh oW

Figure 2 The number of the attributes in the original data
set and the optimal number of the attributes obtained by the
filter methods
Source: Author

The number of the attributes in the original da-
ta set and the optimal number of the attributes
obtained by the filtering methods are shown in
Figure 2. In the ten data sets out of the 18 ob-
served ones, exactly one-half or more than one-
half of the methods reduce the number of the
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attributes to one-half. These data sets are bc, ca, Table 2 The classification accuracy of the RBF
he. lc. ma. m3. mu pi sh and vo. The greatest algorithm for the original and the reduced data sets
b 9 b b b b .
benefit of reducing the dimensionality of the data Data | ppr | RBF_ | RBF | RBF | RBF | RBF | RBF_
set IG GR su RF OR | CS

set belongs to /c, with 56 attributes; the filtering
methods have selected a small number of
attributes, even less than one-sixth, for each me-
thod, except the GR method. For the data set ca
observe that all filtering methods have proved to
be the most significant two attributes for the given
classification problem, and that the other
attributes do not affect the achievement of the
greater reliability of the classification. For the he
dataset, which originally has 19 attributes, all the
filtering methods show that there are six most
important attributes for the studied phenomenon.

For the artificial data set m3, all the filtering
methods show that there are only two significant
attributes for the given classification problem. The
filtering methods for the pi data set show that
there are four attributes important for the classifi-
cation problem, and in the case of the vo data set,
five attributes are important.

In the following experimental research, for the

be 4 7134 | 7432 | 7446 | 71.00 | 7120 | 73.62
ca 7955 | 8551+ | 8543+ | 8551+ | 8551+ | 8510+ | 8551+
cg 7358 | 7412 | 7333 | 7364 | 7354 | 7316 | 73.54
ct 9793 | 9835 | 98.41 9765 | 9813 | 9690 | 96.27-
he 8529 | 81.31 8345 | 8305 | 8049 | 8269 | 8125
li 6506 | 58.16- | 58.16- | 58.16- | 57.33- | 60.96 | 58.16-
I 7600 | 7358 | 79.75 | 79.00 | 7675 | 7292 | 74.92
ma 77.31 7766 | 7967 | 7924 | 7707 | 7751 79.16
mi 7536 | 76.70 | 77.76 | 77.76 | 90.01+ | 7537 | 76.70
m2 | 6782 | 6353 | 6354 | 6353 | 64.77 | 6477 | 63.53
m3 | 9654 | 9639 | 96.39 | 9639 | 9639 | 9639 | 96.39
mu | 98.61 98.06 | 98.99 | 9899 | 9843 | 9855 | 98.55
pa 8122 | 8092 | 8092 | 8092 | 8339 | 8198 | 80.67
pi 7404 | 7384 | 76.28 | 7384 | 73.84 | 7532 | 73.84
se 87.31 8784 | 8756 | 8784 |8888+ | 8784 | 87.84
S0 9079 | 9111 9120 | 9159 | 9129 | 9057 | 9142
sh 83.11 7844 | 8344 | 7815 | 8156 | 7844 | 7852
vo 9373 | 9460 | 9460 | 9460 | 9492 | 9563 | 95.63

Source: Author

optimal number of the selected attributes for each
data set and each filtering method, the classifica-
tion accuracy of the RBF network is checked. The
following text presents the results obtained. It
should be noted that different scales are shown in
the figures for the absolute classification accuracy
in order to better determine the differences exist-
ing among the results.

4. The results of the experimental
research

o

The classification accuracy of the RBF algorithm
can be observed in Table 2. In the three data sets
(ca, ml and se),there are the results for at least
one of the filtering methods that are statistically
better than the base classifier. In one data set (ca),
all the filtering methods were statistically better
than the base classifiers.

Figures 3, 4 and 5 show the absolute differ-
ence in the classification accuracy of the RBF
algorithm on the original data set and the RBF

|
co

algorithm with different filtering methods. The
applied method of filtering IG on almost one-half Figure 3 The absolute classification_accuracy RBF_IG
of the data sets (8 sets) shows the same results as minus RBF asr;irfg iﬁtﬁcﬁ minus RBF

or better results than the RBF algorithm on the

original data set, whereas in one data set, the re-

sult was statistically better. In two-thirds of the

data sets (12 sets), the GR method shows the same

results as or better results than the RBF algorithm

on the original data set, whereas on one data set,

the result was statistically better.
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Figure 4 The absolute classification accuracy RBF_SU
minus RBF and RBF_RF minus RBF

o
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data set, the result was statistically better. In less
than one-half of the data sets (8 sets),the RF filter-
ing method shows the same results as or better
results than the RBF algorithm on the original
data set, whereas in the three data sets, the results
were statistically better.

In slightly less than one-half of the data sets (7
sets),the OR filtering method shows the same or
better results than the RBF algorithm on the origi-
nal data set, and in one data set, the result was
also statistically better. The applied method of
filtering CS in less than one-half of the data sets
(7 sets) shows the same results as or better results
than the RBF algorithm on the original data set,
and in one data set, the result was statistically bet-
ter. In three cases, the RBF classifier together
with the RF filtering method has led to statistical-
ly better results in the observed data sets, com-
pared with the other filtering methods (none or
one case).

Table 3 The standard deviation for the classification
accuracy of RBF with the original and the reduced data sets

inus RBF
|

Source: Author Data RBF RBF_ | RBF_ | RBF_ | RBF_ | RBF_ | RBF_
set I1G GR SuU RF OR CS
be 788 | 766 | 6.41 6.16 | 6.81 834 | 6.28
ca 4.07 396 | 4.03 3.96 396 | 4.14 3.96
% cg 430 | 346 | 392 | 374 | 43 425 | 403
% ct 1.02 1.02 0.94 1.21 1.00 219 129
% he 829 | 738 | 854 | 790 | 944 | 825 | 751
£ li 880 | 810 | 810 | 810 | 766 | 962 | 8.10
le 2291 | 2291 | 2110 | 20.70 | 23.31 | 2217 | 22.52
ma 3.31 367 | 414 | 451 383 | 435 | 450
m1 5.92 9.44 797 .97 8.10 7.97 9.44
m2 6.24 | 419 | 421 419 | 479 | 479 | 419
m3 219 220 220 220 220 220 220
g mu 0.58 6.77 | 493 | 493 090 | 486 4.86
N % pa | 737 | 749 | 742 | 753 | 739 | 724 | 735
TEE pi 491 465 518 4.65 4.65 5.31 465
se 215 | 191 215 | 189 | 1.76 | 191 1.90
s0 2.92 2.69 309 | 293 2.90 292 3.24
sh 650 | 728 | 644 | 725 | 729 | 713 | 7.28
vo 387 | 325 | 328 | 330 | 310 | 276 | 276

Figure 5 The absolute classification accuracy RBF_OR

minus RBF and RBF_CS minus RBF
Source: Author

In more than one-half of the data sets (10
sets),the applied method of filtering SU shows the
same results as or better results than the RBF al-
gorithm on the original data set, whereas in one

Source: Author

The standard deviation for the classification
accuracy of RBF with the original and the reduced
data sets by applying the filter methods are shown
in Table 3. The Table accounts for the fact that
standard deviations generally do not differ much
between the standard algorithm and the algo-
rithms that use a reduced data set. The least devia-

STRATEGIC MANAGEMENT, Vol. 20 (2015), No. 4, pp. 046-053

51



52

Jasmina Dj. Novakovi¢

tion in the standard deviation is demonstrated by
the RF method, so that for particular data sets, the
standard deviation is less, but in some cases the
standard deviation is greater.

The time required for training data with the
RBF algorithm that uses the original and the re-
duced data sets is accounted for in Table 4. The
time required for training data with the RBF clas-
sifier for all original data sets is below 1.00
seconds, except for the two sets of data se and so,
where the required time is significantly longer.
The time required for training data with some of
the methods of filtering is longer, while for some
it is less than for the original data sets. In all data
sets, at least one method of filtering provides the
same or better results for the time required for
training compared to the original data sets.

Table 4 The time required for training data (in seconds)
with the RBF algorithm with the original and the reduced

data sets
Data RBF RBF_ | RBF_ | RBF_S | RBF_ | RBF_ | RBF_
set 16 GR u RF OR cS
be 0.01 0.01 0.01 0.00 0.02- 0.02 0.01
ca 003 | 0.01+ | 001+ | 001+ | 020- | 0.04- | 0.01+
cg 005 | 0.02+ | 0.04 004 | 053- | 0.10- | 004

ot 0.39 044 0.34 0.34 457- | 0.55- 0.34
he 0.01 0.00 0.00 0.00 0.01 0.02- 0.00
li 0.01 0.01 0.01 0.01 0.03- 0.02 001
le 0.00 0.00 0.00 0.00 0.00 0.02- 0.00
ma 0.02 0.02 0.02 0.02 0.19- | 0.03- 0.02

ml 0.01 0.01 0.01 0.01 0.06- 0.02 001
m2 0.01 0.01 0.01 0.01 0.06- 0.02 001
m3 0.01 0.01 0.01 0.01 0.06 - 0.02 0.01
mu 0.49 033+ | 034+ | 033+ | 30.38- | 1.08- | 033+

pa 0.02 0.02 0.02 0.02 0.04- | 0.04- 0.02

pi 003 | 001+ | 002+ | 001+ | 0.17- | 0.04- | 001+
se 404 4.09 377 420 741- 396 428
s0 24883 | 214.28 | 238.50 | 242.58 | 266.20 | 249.31 | 24823
sh 0.01 0.01 0.01 0.01 0.04- 0.02 0.01
vo 0.01 0.01 0.01 0.01 0.07- | 0.03- 001

Source: Author

The applied method of filtering IG in two data
sets shows worse results for the time required for
training data; and for four data sets, the results are
statistically better. The applied method of filtering
GR in none data sets shows worse results for the
time required for training data; and for three data
sets, the results are statistically better.

The applied method of filtering SU in only one
data set shows worse results for the time required
for training data; in three data sets, the results are
statistically better. The RF filtering method in all
data sets shows the same or worse results for the
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time required for training data, and in almost all
datasets, the results are statistically worse. The RF
filtering method in all data sets shows the same
results as or worse results than the RBF algorithm
on the original data set for the time required for
training data, and in almost all data sets, the re-
sults are statistically worse.

The OR filtering method in almost all data sets
shows worse results than the RBF algorithm on
the original data set, and in most cases, these re-
sults are statistically worse. The applied method
of filtering CS in only one data set shows worse
results than the RBF algorithm on the original
dataset; in three data sets, the results are statisti-
cally better. Using the RBF classifier, the 1G fil-
tering method in four cases has led to statistically
better results for the time required for training on
the observed data sets, which is a better outcome
compared with the other filter methods.

The standard deviation for the time required
for training data with the RBF algorithm for the
original and the reduced data sets with the filter
methods is shown in Table 5. The Table accounts
for the fact that the standard deviations generally
do not differ a lot between the standard algorithm
and the algorithms that use a selection of
attributes, except for the data set so, where, with
the help of some methods, this value is signifi-
cantly higher or significantly lower than in the
original data set. The maximum deviation of the
standard deviation shows the method SU for the
so data set.
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Table 5 The standard deviation for the time required for
training data (in seconds) with the RBF algorithm for the
original and the reduced data sets

Data RBF RBF_ | RBF_ | RBF_ | RBF_ | RBF_ | RBF_

set 1G GR suU RF OR CS
bc 0.01 0.01 0.01 0.01 0.01 0.01 0.01

ca 0.01 0.01 0.01 0.01 0.01 0.01 0.01

cg 0.01 0.01 0.01 0.01 0.02 0.01 0.01

ct 0.09 0.11 0.06 0.06 0.10 0.07 0.05

he 0.01 0.01 0.01 0.01 0.01 0.01 0.01

li 0.01 0.01 0.01 0.01 0.01 0.01 0.01

le 0.01 0.01 0.01 0.01 0.01 0.01 0.00

ma 0.01 0.01 0.01 0.01 0.01 0.01 0.01

m1 0.01 0.01 0.01 0.01 0.01 0.01 0.01

m2 0.01 0.01 0.01 0.01 0.01 0.01 0.01

m3 0.01 0.01 0.01 0.01 0.01 0.01 0.01

mu 0.06 0.06 0.08 0.08 0.13 0.04 0.04

pa 0.01 0.01 0.01 0.01 0.01 0.01 0.01

pi 0.01 0.01 0.01 0.01 0.01 0.01 0.01
se 1.30 1.19 1.00 1.27 1.61 1.21 1.30
so | 129.82

104.56 159.87 | 14267 | 12282 | 12093

sh 0.01 0.01 0.01 0.01 0.01 0.01 0.01

vo 0.01 0.01 0.01 0.01 0.01 0.01 0.01

Source: Author

Discussion of the results and future
research

According to the obtained results, a conclusion
can be drawn that it is possible to improve the
system performance of inductive learning rules in
different problems, using the filter methods for
reducing the dimensionality of data. To prove the
hypothesis, the filter methods for reducing the
dimensionality of data have been implemented
and empirically tested. The experimental results
reveal that the methods effectively applied contri-
bute to the detection and elimination of irrelevant,
redundant data and noise in data. In many cases,
the filter methods select relevant attributes and
contribute to greater classification accuracy. In the
experimental study, the following has been dem-
onstrated:
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= the application of the previous selection of
attributes by using the filtering methods
with the RBF algorithm for classification
leads to a reduction in the negative effects
of the high dimensionality of data,

= the previous selection of an attribute by the
method of filtering in some cases leads to a
significant reduction in time to build a
model,

= applying the method of filtering in the sys-
tem for inductive learning, it is possible in
some cases to significantly improve the ac-
curacy of the existing learning methods.

In a further research, it would be interesting to
apply other techniques to solve the problem of the
dimensionality reduction in data, such as wrapper
methods and the extraction of attributes, and ana-
lyze and compare effects of their implementation.
These techniques could also improve the perfor-
mance of classification learning algorithms. @
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