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Abstract: The main aim of this research is to develop a statistical model 

that can reliably predict bankruptcy of Serbian companies one year 

before bankruptcy proceedings start. The main motive for the research is 

the fact that there are not many scientific papers focusing on this 

important issue in Serbia. Bankruptcy prediction model may be useful for 

future researchers, but also for business owners and other stakeholkders. 

Research was conducted using financial ratio indicators and 

discriminant analysis in IBM’s SPSS v.26 program. Initially 100 

companies from the territory of Serbia were included in the research, but 

after data screening and meeting all the assumptions for discriminant 

analysis, 74 of them were included in the final modelling process. It was 

confirmed that the commonly used financial ratios and discriminant 

analysis can be useful in creating a bankruptcy prediction model, since 

the classification power of the developed model is 71.6% for original 

grouped cases, and 70.3% for cross-validated cases. 

Keywords: bankruptcy prediction / business failure / discriminant 

analysis / statistical analysis / financial analysis / financial ratios. 

 

The issue of bankruptcy is a topic that has intrigued researchers for a long 
time. The first research papers date from the early 1930s. This topic is 
always current and important, since there is no national economy that is 
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not affected by the bankruptcy of companies. Bankruptcy prediction 
models have evolved over the years, from discriminant analysis, through 
logistic regression, to modern machine learning methods such as decision 
trees and neural networks. „Some experts point out the complexity of 
artificial intelligence methods. They claim that traditional mathematical 
and statistical methods are comparable to artificial intelligence methods 
in terms of the accuracy of companies’ classifications. As a result, many 
prediction models based on traditional prediction techniques have still 
been developed around the world. Given the different opinions of experts 
on various prediction methods, it can be argued that every method has its 
advantages and disadvantages, and also limitations of its use” (Svabova, 
et. al, 2020). The main role of the business failure prediction models is to 
identify financial problems at a certain time before starting of bankruptcy 
proceedings. In a large number of studies so far, it is a prediction period of 
one year before the sign of financial difficulties, although researchers are 
of the opinion that it is necessary to predict problems at least two to three 
years before their occurance, in order to be able to react in a timely 
manner. 

The main aim of this research is to generate a bankruptcy prediction 
model that could predict financial problems one year before bankruptcy 
proceedings start. That could be useful both for business owners who 
need to understand if their company is on the right track, but also to 
external stakeholders who need to make decisions about cooperation with 
various companies. There are not many insolvency prediction models 
related to developing countries, like Serbia, which emphasizes the 
importance of the research. The research is organized as follows: after the 
introductory part, literature overview is presented. The next chapter 
focuses on the sample, variables and methodology. The following chapter 
presents data screening and research results. The final part includes 
discussion and concluding remarks. 

In the scientific community, there are various methods of bankruptcy 
analysis and prediction, and one of them is the so-called multivariate 
discriminant analysis (MDA) that will be the focus of this research paper. 
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As presented in the Table 1, from early 60s to 00s, discriminant analysis 
was the dominant method in bankruptcy prediction modelling, with 
descending trend starting from 90s. 

Table 1. Statistical methods overview 

Timeline MDA 
LOGIT 

Analysis 

PROBIT Neural 
Networks 

Other 
Analysis 

1960s 2 0 0 0 1 

1970s 22 1 1 0 4 

1980s 28 16 3 1 7 

1990s 9 16 3 35 11 

2000s 2 3 0 4 3 

Total 63 36 7 40 26 

   Source: Bellovary, Giacomino, & Akers, 2007, p. 6 

Altman (1968) is one of the pioneers of MDA analysis in terms of 
bankruptcy prediction. He combined MDA statistical technique with ratio 
analysis on a sample of 66 companies. The result of the research is a well-
known Z-score with 6 variables and overall prediction power of 79%. 
Deakin (1972) developed MDA model with 14 variables. The prediction 
power of the model is 77% for bankrupted and 82% for healthy companies 
one year before bankruptcy proceedings. Taffler (1984) made prediction 
model for UK companies using MDA technique. His model with 5 factors has 
the accuracy of 60% for bankrupted companies. Luoma and Laitinen (1991) 
developed MDA model with 7 factors with predictive power of 64.7% for 
bankrupted companies and 76.5% for non-bankrupted companies. 
Research was based on 36 Finnish small and medium limited companies. 
Odom and Sharda (1993) made general business failure prediction model 
based on MDA analysis. Sample consisted of 129 companies. Their model 
with 5 factors has prediction power of 59.26% for bankrupted companies 
and 89.29% for non-bankrupted companies. Alici (1996) focused on UK 
manufacturing companies and developed the MDA model with 4 factors and 
predictive power of 60.12% for bankrupted, and 71.07% for non-
bankrupted companies. Dimitras and co-authors (1999) generated MDA 
model with 12 factors based on a sample of 40 Greek firms. Its accuracy is 
63.2% for bankrupted and 68.4% for non-bankrupted companies. Du Jardin 
(2010) developed an MDA model that has an overall prediction power of 
87.2%. It was based on a balanced sample of 1020 companies. Yoon and 
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Kwon (2010) applied MDA analysis on a balanced sample of 10.000 
companies and developed a model with overall classification accuracy of 
70.1%. Kim (2011) used stepwise method of variables selection in MDA on 
a balanced sample of 56 companies, and developed a model with predictive 
power of 72.6%. Zhou, Lai and Yen (2012) developed an MDA model with 
the classification accuracy of 64.4%. Lee and Choi (2013) used a non-
balanced sample of 1775 companies and developed an MDA model with the 
overall predictive power of 82%. Zhou et al. (2014) developed a 
discriminant model based on a sample of 2010 companies. The overall 
classification accuracy of the model is 71.7%. Slefendorfas (2016) focused 
on developing bankruptcy prediction model for Lithuanian limited 
corporations. He included 156 ratios and did stepwise multivariate 
discriminant analysis. The sample included 145 SMEs, and a model with the 
overall classification power of 89% (for original grouped cases) was 
created. Nyitrai (2019) conducted discriminant analysis on a sample of 
3370 companies and developed MDA model with 81.55% overall accuracy 
of classification for training set, and 81.52% for the testing sample. 

The research was conducted using instruments of financial and statistical 
analysis. The financial analysis has been based on financial ratio indicators 
that are presented in the Table 2. There are 12 commonly used variables 
in most traditional (Altman, 1968; Beaver, 1966; Deakin, 1972; Chesser, 
1974; Ohlson, 1980; Zavgren, 1983; Taffler, 1983; Zmijewski, 1984; 
McKee, 1995, etc.), but also modern (Pervan & Vukoja, 2011; Cultera and 
Brédart, 2016; Slefendorfas, 2016; Obradovic, et. al, 2018; Korol, 2019; 
Papana & Spyridou, 2020;  Svabova, et. al, 2020; Vukovic, et. al, 2020; 
Sfakianakis, 2021, etc.) bankruptcy prediction models, regardless of the 
statistical method applied. All the financial ratios (Table 2) are 
independent (explanatory) variables, while the status of being bankrupt 
or solvent is a dependant variable. Therefore, the dependant variable is 
dichotomous; it can take only two values. For the purpose of statistical 
analysis, the dependant variable was coded as follows: 0 = bankrupt 
companies and 1 = solvent companies. The financial ratios (independent 
variables) have been calculated for the period of one year before 
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bankruptcy proceedings, since the aim was to develop a model that can 
predict bankruptcy one year before it occurs. 

Table 2. Independent variables overview 

Variable 
Symbol 

Calculation method 

Numerator Denumerator 
V1 Working Capital Total Assets 
V2 Retained Earnings Total Assets 
V3 Gross Result Total Assets 
V4 Net Result Total Assets 
V5 Equity Total Assets 
V6 Net Cash Flow Total Assets 
V7 Net Cash Flow Total Liabilities 
V8 Net Result Total Liabilities 
V9 Total Liabilities Total Assets 

V10 Current Assets Current Liabilities 
V11 Current Liabilities Total Assets 
V12 Current Assets Total Assets 

   Source: Author 

The research sample includes 100 companies from Serbia (large, medium 
and small). A company is considered bankrupted if it initiated bankruptcy 
proceedings, while those companies that did not initiate bankruptcy 
proceedings are considered as solvent. The sample is balanced, meaning 
that the number of bankrupted companies is equal to the number of 
solvent companies (50:50), which is the case in most research papers 
related to bankruptcy prediction. „Starting with Altman (1968), 
bankruptcy prediction models generally have been based on balanced 
samples, in which the proportion of failed and non-failed firms is equal, 
which offers two major advantages. Firstly, it allows the models to 
concentrate equally on both types of firms to design the classification 
rules. Secondly, the accuracy rate, one of the simplest and most popular 
evaluation metrics, can be properly applied only with this procedure” 
(Veganzones & Severin, 2020, p. 209). Financial statements used in the 
analysis cover timeline from 2016 to 2021. All the financial data was 
gathered from “Serbian Business Registers Agency”. The selection of 
bankrupted companies was based on data available at the “Agency for 
Licensing of Bankruptcy Trustees” webpage, while selection of solvent 
companies was done on random basis. When it comes to statistical 
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method, multivariate discriminant analysis will be applied. The main aim 
of multivariate discriminant analysis (MDA) is to classify observations 
(companies) using a set of independent variables X = (x1, x2, xn) into one of 
two or more categories (in this case bankruptcy and non-bankruptcy). If 
each observation’s discriminant score Zi is a linear function of Xi, it is 
possible to write a discriminant function that linearly separates the 
observations as (Bogdan, Sikic & Baresa, 2021, p. 655): 

Zi = β0 + βiXi1 + βi2Xi2 + … + βnXim 

While discrimination boundary Z* is defined by the set of points where 
(Bogdan, Sikic & Baresa, 2021, p. 656): 

β0 + βiXi1 + βi2Xi2 + … + βnXim = Z’ 

Statistical analysis will be conducted using IBM’s SPSS v.26 program.  
Research hypothesis is defined as follows: financial ratios and discriminant 
analysis can be useful in predicting bankruptcy of Serbian companies one 
year before bankruptcy proceedings start. 

For proper application of discriminant analysis, it is necessary to meet 
several requirements. Discriminant analysis is highly sensitive to outliers 
in data set (Tabachnick & Fidell, 1996). Identification of outliers was 
performed using SPPS. The analysis was done for each variable 
individually. After the entire process of outliers’ removal, 75 of the initial 
100 observations remained. After exclusion of the outliers, the sample was 
rebalanced once again, in order to maintain a 50:50 ratio of bankrupt and 
solvent companies. The final sample included in model creation has 74 
entities (37 bankrupt and 37 solvent). 

Since discriminant analysis is fairly robust to failures of normality 
(Patterson, 1996, p. 84), testing of distribution normality was performed 
using Kolmogorov-Smirnov and Shapiro-Wilk tests. The results for the 
above-mentioned tests are presented in the Table 3. 
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Table 3. Kolmogorov-Smirnov and Shapiro-Wilk normality tests 

Tests of Normality 

Variable 
Kolmogorov-Smirnov Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

V1 0.137 74 0.001 0.945 74 0.003 

V2 0.147 74 0.000 0.875 74 0.000 

V3 0.216 74 0.000 0.760 74 0.000 

V4 0.226 74 0.000 0.736 74 0.000 

V5 0.254 74 0.000 0.692 74 0.000 

V6 0.192 74 0.000 0.821 74 0.000 

V7 0.234 74 0.000 0.796 74 0.000 

V8 0.219 74 0.000 0.794 74 0.000 

V9 0.138 74 0.001 0.910 74 0.000 

V10 0.197 74 0.000 0.839 74 0.000 

V11 0.109 74 0.031 0.927 74 0.000 

V12 0.090 74 .200* 0.948 74 0.004 

   Source: Authors calculation, SPSS output 

The Kolmogorov-Smirnov test (K-S) indicates that the distribution of all 
the variables except V12 significantly differs from a normal distribution, 
i.e. V1-V11 are not normal (p < 0.05). On the other hand, the Shapiro-Wilk 
(S-W) test indicates that no variable has normal distribution (p < 0.05). 
According to Field (2009), Sharpo-Wilk test is more powerful in detecting 
differences from normality. Therefore, S-W test results will be focused in 
further analysis. Since it is not recommended to generate a discriminant 
model with variables that do not have a normal distribution, it is necessary 
to perform a transformation of variables. Logarithm (LOG) transformation 
of all the variables was done (Tabachnick & Fidell, 1996, p. 98, Pallant, 
2007, p. 88; Field, 2009, p. 155, etc.), considering the fact that no variable 
met the requirement of normality according to the S-W test. After 
normalization of the variables, another normality testing with LOG 
transformed variables was performed. The results are presented in the 
Table 4. 
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Table 4. Kolmogorov-Smirnov and Shapiro-Wilk normality tests (performed 

on LOG normalized variables) 

Tests of Normality 

Variable 
Kolmogorov-Smirnov Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

LOG_V1 0.092 74 0.199 0.974 74 0.128 

LOG_V2 0.191 74 0.000 0.809 74 0.000 

LOG_V3 0.046 74 .200* 0.988 74 0.692 

LOG_V4 0.061 74 .200* 0.989 74 0.768 

LOG_V5 0.193 74 0.000 0.837 74 0.000 

LOG_V6 0.062 74 .200* 0.993 74 0.958 

LOG_V7 0.053 74 .200* 0.990 74 0.849 

LOG_V8 0.078 74 .200* 0.981 74 0.310 

LOG_V9 0.110 74 0.028 0.978 74 0.236 

LOG_V10 0.074 74 .200* 0.989 74 0.778 

LOG_V11 0.122 74 0.008 0.971 74 0.090 
LOG_V12 0.144 74 0.000 0.891 74 0.000 

   Source: Authors calculation, SPSS output 

According to K-S test, the following variables are normal (p >0.05): 
LOG_V1, LOG_V3, LOG_V4, LOG_V6, LOG_V7, LOG_V8 and LOG_V10. On the 
other hand, according to S-W test, the following variables met the criteria 
of normality (p > 0.05): LOG_V1, LOG_V3, LOG_V4, LOG_V6, LOG_V7, 
LOG_V8, LOG_V9, LOG_V10 and LOG_V11. Considering the fact that S-W 
test has more power in detecting deviations from normality, all the 
variables that passed S-W normality test are qualified for further model 
development. 

Another aspect to be mentioned is multicollinearity Multicollinearity 
occurs when there are predictor variables that are redundant (Hair, 
Anderson, Tatham & Black, 1998). This aspect was tested using VIF 
(Variance Inflation Factor) analysis. Some of the variables caused huge VIF 
values, so they were removed from the further modelling. The variables 
that qualified for further model development after the initial VIF analysis 
are presented in Table 5. 
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Table 5. VIF Analysis 

Variables 
Collinearity Statistics 

Tolerance VIF 

LOG_V1 0.849 1.178 
LOG_V6 0.841 1.190 
LOG_V8 0.714 1.401 

LOG_V10 0.336 2.977 
LOG_V11 0.324 3.089 
LOG_V9 0.301 3.326 

   Source: Authors calculation, SPSS output 

The results of VIF analysis indicate that there are no problems of 
multicollinearity with variables LOG_V1, LOG_V6, LOG_V8, LOG_V9, LOG 
V_10 and LOG_V11. The problem exists when the VIF value is greater than 
10 (Choen et. al., 2003; O’brien, 2007). 

After data analysis, preparation and screening procedures were 
completed, the discriminant analysis algorithm was started in IBM’s SPSS 
v.26 program. Table 6 shows the number of entities included in the
modelling: 74. Also, another assumption of the discriminant analysis is 
confirmed - the absence of missing data. 

Table 6. Multiple Discriminant Analysis – Case Processing 

Analysis Case Processing Summary 

Unweighted 
Cases 

Category N Percent 

Valid 74 100.0 

Excluded 

Missing or out-of-range 
group codes 

0 0.0 

At least one missing 
discriminating variable 

0 0.0 

Both missing or out-of-
range group codes and at 

least one missing 
discriminating variable 

0 0.0 

Total 0 0.0 
Total 74 100.0 

   Source: Authors calculation, SPSS output 
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The testing of group means equality is presented in the Table 7. The p-
values for LOG_V9, LOG_V10 and LOG_V11 are less than 0.05, meaning that 
these variables are potentially important predictors for discriminant model. 

Table 7. Group means equality analysis 

Tests of Equality of Group Means 

Variable Wilks' Lambda F df1 df2 Sig. 

LOG_V1 0.992 0.596 1 72 0.443 
LOG_V6 0.998 0.176 1 72 0.676 
LOG_V8 0.986 1.024 1 72 0.315 
LOG_V9 0.711 29.274 1 72 0.000 

LOG_V10 0.704 30.254 1 72 0.000 
LOG_V11 0.732 26.389 1 72 0.000 

   Source: Authors calculation, SPSS output 

In order to avoid robustness of the model and choose only relevant variables, 
the stepwise method of discriminant analysis was selected. In this type of 
analysis, model is being built step-by-step by selecting only variables that can 
best contribute to discrimination between groups. After two steps, LOG_V10 
and LOG_V9 were included in discriminant model, as shown in the Table 8. 

Table 8. Stepwise discriminant analysis – selected variables 

Variables Entered/Removeda,b,c,d 

Step 
Variable 
Entered 

Wilks' Lambda 

Statistic df1 df2 df3 
Exact F 

Statistic df1 df2 Sig. 
1 LOG_V10 0.704 1 1 72.000 30.254 1 72.000 0.000 
2 LOG_V9 0.668 2 1 72.000 17.651 2 71.000 0.000 

At each step, the variable that minimizes the overall Wilks' Lambda is entered. 
a. Maximum number of steps is 12; b. Minimum partial F to enter is 3.84; c.

Maximum partial F to remove is 2.71. 
d. F level, tolerance, or VIN insufficient for further computation.

   Source: Authors calculation, SPSS output 
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In Table 9, the whole process of variable selection is presented from the 
beginning to the last step. All the variables that qualified for model 
creation are presented in the initial moment – step 0. Selection of variables 
is based on „F to enter” values (Kinnear & Gray, 2004). „The F-to-enter is 
a partial multivariate F statistic which tests the additional discrimination 
introduced by the variable being considered after taking into account the 
discrimination achieved by the other variables already entered.  If this F is 
small, we do not want to select that variable, because it is not adding 
enough to the overall discrimination” (Klecka, 1980, p. 57). In the step 1, 
variable LOG_V10 was selected, considering its highest F value of 30.254. 
In the step 2, variable LOG_V9 was selected due to its highest F value of 
3.851. All the other predictor variables are removed from the analysis in 
the step 2, because their F values are lower than 3.84. 

Table 9. Stepwise discriminant analysis – the process of variables selection 

Variables Not in the Analysis 

Step Tolerance 
Min. 

Tolerance 
F to Enter 

Wilks' 
Lambda 

0 

LOG_V1 1.000 1.000 0.596 0.992 

LOG_V6 1.000 1.000 0.176 0.998 

LOG_V8 1.000 1.000 1.024 0.986 

LOG_V9 1.000 1.000 29.274 0.711 

LOG_V10 1.000 1.000 30.254 0.704 

LOG_V11 1.000 1.000 26.389 0.732 

1 

LOG_V1 0.999 0.999 0.628 0.698 

LOG_V6 0.996 0.996 0.002 0.704 

LOG_V8 0.983 0.983 2.095 0.684 

LOG_V9 0.560 0.560 3.851 0.668 

LOG_V11 0.555 0.555 2.692 0.678 

2 

LOG_V1 0.988 0.554 0.330 0.665 

LOG_V6 0.991 0.558 0.007 0.668 

LOG_V8 0.924 0.527 3.697 0.634 

LOG_V11 0.449 0.449 0.710 0.661 

   Source: Authors calculation, SPSS output 

Log determinants are presented in Table 10. They range from -3.856 to -
3.976. As per rule, the log determinants should be equal (Shanthi, 2019, p. 
265) or nearly equal. The log determinants of the research are relatively 
equal, indicating homogeneity of covariance matrices between the groups 
(Meyerrs, Gamst & Guarino, 2006, p. 272). 
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Table 10. Log Determinants 

Log Determinants 

Status Rank Log Determinant 

0 2 -3.976 
1 2 -3.813 

Pooled within-groups 2 -3.856 
The ranks and natural logarithms of determinants printed are those of the group 

covariance matrices. 

   Source: Authors calculation, SPSS output 

Box’s M is 2.742 with F value of 8.887 which is not significant at p > 0.05 
(Table 11). This indicates equal covariance matrices of the predictors; 
thus, the assumption of equal covariance is met (Meyerrs, Gamst & 
Guarino, 2006, p. 272). 

Table 11. Box’s M test 

Test Results 

Box's M 2.742 

F Approx. 0.887 

df1 3 

df2 933120.000 

Sig. 0.447 

Tests null hypothesis of equal population covariance matrices. 

   Source: Authors calculation, SPSS output 

Table 12 presents the Eigenvalues. The larger the eigenvalue is, the better 
is the variance of the dependent variable explained by the developed 
discriminant function. The canonical correlation of 0.576 exceeds the 
criterion of 0.5 for a strong relationship (Meyerrs, Gamst & Guarino, 2006, 
p. 271).
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Table 12. Eigenvalues 

Eigenvalues 

Function Eigenvalue 
% of 

Variance 
Cumulative 

% 
Canonical 

Correlation 

1 .497a 100.0 100.0 0.576 

a. First 1 canonical discriminant functions were used in the analysis.

   Source: Authors calculation, SPSS output 

Below the Eigenvalues (Table 13), there is Wilks’ Lambda indicator. It 
tests the significance of the eigenvalues. Wilks’ Lambda value is 0.668, 
with p-value < 0.05, meaning further that developed discriminant function 
explains the variation well. 

Table 13. Wilks' Lambda 

Wilks' Lambda 

Test of 
Function(s) 

Wilks' Lambda Chi-square df Sig. 

1 0.668 28.656 2 0.000 

   Source: Authors calculation, SPSS output 

After the analysis and screening of the data was done, and after it was 
confirmed (tested) that the discriminant function meets all the 
assumptions and criteria, Table 14 gives an overview of the coefficients. 
Final discriminant function model includes two variables: 

 LOG_V9: Log(Total Liabilities / Total Assets)

 LOG_V10: Log(Current Assets / Current Liabilities)

Table 14. Discriminant Function Coefficients 

Canonical Discriminant Function Coefficients 

Variable 
Function 

1 
LOG_V9 -1.359 

LOG_V10 1.137 

(Constant) -0.446 

Unstandardized coefficients 

   Source: Authors calculation, SPSS output 
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The developed discriminant function model looks more familiar if it is 

written in the following form: 

D = - 0.446 – 1.359(Log_V9) + 1.137(Log_V10) 

D = - 0.446 – 1.359 [Log( 𝐓𝐨𝐭𝐚𝐥 𝐋𝐢𝐚𝐛𝐢𝐥𝐢𝐭𝐢𝐞𝐬

𝐓𝐨𝐭𝐚𝐥 𝐀𝐬𝐬𝐞𝐭𝐬
 ) ] + 1.137 [Log(

𝐂𝐮𝐫𝐫𝐞𝐧𝐭 𝐀𝐬𝐬𝐞𝐭𝐬

𝐂𝐮𝐫𝐫𝐞𝐧𝐭 𝐋𝐢𝐚𝐛𝐢𝐥𝐢𝐭𝐢𝐞𝐬
 ) ]

Also, it is important to mention what are the cut-off values for 
classification. They are presented in the Table 15. 

Table 15. Group Centroids 

Functions at Group Centroids 

Status 
Function 

1 

0 -0.696 

1 0.696 

Unstandardized canonical discriminant functions evaluated at group means 

   Source: Authors calculation, SPSS output 

There are three zones of discrimination: 

1. D ≤ -0.696 can be interpreted as “Distress / Risk / Bankruptcy” Zone,
2. -0.696 < D < 0.696 can be interpreted as “Grey” Zone, where it is

hard to say whether company is experiencing financial difficulties
or not,

3. D ≥ 0.696 can be interpreted as “Safe / Solvent” Zone.

Figure 1. Visual representation of discrimination zones 

   Source: Author 

- +
- 0.696 0.6960

Bankruptcy Zone Grey Zone Safe Zone
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The results of classification of the observations, according to developed 
model, are presented in Table 16. The total of 71.6% of original grouped 
cases are correctly classified, while 70.3% of cross-validated grouped 
cases are correctly classified. 

Table 16. Confusion matrix 

Classification Resultsa,c 

Status Category Status 

Predicted 
Group 

Membership 
Total 

0 1 

Original 

Count 
0 28 9 37 

1 12 25 37 

% 
0 75.7 24.3 100.0 

1 32.4 67.6 100.0 

Cross-
validatedb 

Count 
0 27 10 37 

1 12 25 37 

% 
0 73.0 27.0 100.0 

1 32.4 67.6 100.0 

a. 71.6% of original grouped cases correctly classified.
b. Cross validation is done only for those cases in the analysis. In cross validation,
each case is classified by the functions derived from all cases other than that case. 

c. 70.3% of cross-validated grouped cases correctly classified.

   Source: Authors calculation, SPSS output 

Considering previous research and models, this classification power can 
be considered as good. It is important to mention that there are two types 
of relevant errors that can occur in classification and confirmation of 
bankruptcy prediction model: Type I and Type II errors. Type I error is 
present when an entity that has initiated bankruptcy proceedings is 
classified as “safe/solvent” by a model, while Type II error is present when 
a solvent entity is classified as “bankrupted”. The developed model has 
better performances when it comes to the classification of companies that 
have bankrupted: 
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 75.7% (28/37 correct) for original sample and

 73.0% (27/37 correct) in case of cross-validation.

This further means that Type I errors are lower than Type II errors, which 
is always the better scenario. Classifying solvent entity as bankrupted is 
considered as lost opportunity, while classifying risky (bankrupted to be) 
entity as solvent can lead to wrong investment or other business decisions, 
reputation damage, loss or even court costs. 

There is no national economy for which bankruptcy issues are not 
important. This topic is especially important for developing countries like 
Serbia. The main aim of the research was to develop a model that can 
reliably classify companies into two groups: bankrupted and solvent. A 
model that has a classification power of 71.6% on the original sample, and 
70.3% on the cross-validated sample has been developed. Considering 
previous research, this accuracy can be considered as good. The overall 
classification power of the developed model (cross-validated) is in the 
range of 70-75%, which is the same as the models developed by the 
following authors: Luoma and Laitinen (1991), Odom and Sharda (1993), 
Yoon and Kwon (2010), Kim (2011), Zhou et. al (2014). Classification 
accuracy of the developed model is higher than the following models: 
Taffler (1984), Alici (1996), Dimitras et. al (1999) and Zhou, Lai and Yen 
(2012). The following models performed better compared to the 
developed model, with accuracy of 77% or higher: Altman (1968), Deakin 
(1972), Du Jardin (2010), Lee and Choi (2013), Sledendorfas (2016) and 
Nyitrai (2019). The important aspect to mention is that the developed 
model performs better in predicting bankruptcy than solvency, which is 
desirable. (Type I errors are lower than Type II errors). The model 
correctly classified ≈76% of bankrupted companies on the original 
sample, and 73% of bankrupted companies on the cross-validated sample. 
That being said, it can be concluded that research hypothesis can be 
accepted: financial ratios and discriminant analysis can be useful in 
predicting bankruptcy of Serbian companies one year before bankruptcy 
proceedings start. 
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The results of this research are important for future researchers, business 
owners, but also external stakeholders. Based on the detailed data 
screening and analysis, future researches can identify variables that 
potentially have importance in creation of bankruptcy prediction models, 
but also fully understand how discriminant analysis has to be conducted. 
On the one hand, business owners can use this discriminant function to 
calculate their D score in order to see whether there is a risk of future 
bankruptcy present for their companies. On the other hand, this model can 
be useful for external stakeholders since they can use it to calculate risk of 
starting business relationship with a specific company. However, this 
research has several limitations that must be pointed out. To begin with, 
research sample is relatively small, which is the case in most research 
papers that are exploring bankruptcy predictions. This limitation is 
reduced by the precise analysis and preparation of the data and the use of 
advanced software. Furthermore, the sample is dominated by trading and 
manufacturing companies, meaning that the model may not be best option 
to predict bankruptcy in some specific economic activities. Also, Serbian 
economy is dominated by small companies, thus the research sample is 
also dominated by those companies. This means that the developed model 
may not show best precision if used for big entities. To conclude with, the 
model involves only financial data in form of financial ratios, and in order 
to get a better performing model, it is necessary to include some statistical, 
non-financial and external (macroeconomic) variables. That can serve as 
the idea for future research. With respect to the above-stated, it is 
important to point out that the basic assumption for this prediction model 
to work properly are correct and non-manipulated positions of financial 
statements. 
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Sažetak: Osnovni cilj ovog istraživanja je da se razvije statistički model 

koji može pouzdano predvideti bankrot srpskih preduzeća godinu dana 

pre početka stečajnog postupka. Osnovni motiv istraživanja je činjenica 

da u Srbiji nema mnogo naučnih radova koji se bave ovom važnom 

temom. Model predviđanja bankrota može biti koristan za buduće 

istraživače, ali i za vlasnike preduzeća i druge zainteresovane strane. 

Istraživanje je sprovedeno korišćenjem finansijskih racio pokazatelja i 

diskriminantne analize u IBM-ovom SPSS v.26 programu. U početku je 

u istraživanje bilo uključeno 100 preduzeća sa teritorije Srbije, ali je 

nakon skrininga podataka i ispunjavanja svih pretpostavki za 

diskriminantnu analizu, njih 74 uključeno u proces finalnog 

modelovanja. Potvrđeno je da uobičajeno korišćeni finansijski racio 
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pokazatelji i diskriminantna analiza mogu biti korisni u kreiranju 

modela predviđanja bankrota, budući da je klasifikaciona moć 

razvijenog modela 71,6% za originalno grupisane jedinice posmatranja 

iz uzorka, a 70,3% za unakrsnu validaciju. 

Ključne reči: predikcija bankrotstva, poslovni neuspeh, diskriminantna 

analiza, statistička analiza, finansijska analiza, finansijska racija. 
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