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Abstract: The aim of this paper is to show the system for making a decision in the diagnostics of the patients with autoimmune diseases. In this paper we consider the patients with systemic lupus erythematosus (SLE), Sy Sjogren and systemic sclerosis. In medicine, unlike many other fields, much of the relatively homogeneous and well systematized medical knowledge is implicitly given in the histories of patients. This opens the possibility that medical experts formulate a framework for their knowledge, and those systems based on the effective strategies judgment, produce the useful knowledge from such formulated framework and the adequate history of the illness of the patients. In this research we proposed new distances for the missing values in the cluster optimization. The support system in the diagnostics uses these proposed distances implemented in the program language c#.
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1 Introduction

It is often required to establish how the data are connected, how certain data differ or do not go together with each other and what the measure of their comparison is. An important part in detecting the similarities and grouping the data into clusters has the choice of metrics and the accuracy of the cluster algorithm operation. For clustering, we use the machine learning. The machine learning can be observed as determining the dependence on the available data [4]. The methods of the classification machine learning according to the examples do the estimation of copying the unknown dependence between the input (of the data) and the system output (of the classification) according to the available examples of the right classification.
In our paper the method uses the proposed distances which have an aim that according to the patients base, which consists of patients ill with three systemic autoimmune diseases (SLE, Sy Sjogren and Sclerosis systemica), decides for a new patient to which group of diseases they belong [9][12].

The paper is divided into several sections. The mathematics problem, which was used for the support decision in section 2 is described. In section 3 the database will be described which was obtained by applying the model described in section 2. The conclusion of research will be given in section 4.

2 Mathematical model

The Metric learning has become a popular issue in many learning tasks and can be applied in a wide variety of settings, since many learning problems involve a definite notion of distance or similarity [1]. A metric or distance function is a function which defines a distance between the elements of a set [7][15]. A set with a metric is called a metric space. In many data retrieval and data mining applications, such as clustering, measuring the similarity between the objects has become an important part. Normally, the task is to define a function \( \text{sim}(X,Y) \), where \( X \) and \( Y \) are two objects or sets of a certain class, and the value of the function represents the degree of “similarity” between the two [8][17]. Formally, a distance is a function \( D \) with nonnegative real values, defined on the Cartesian product \( X \times X \) of a set \( X \). It is called a metric on \( X \) if for every \( x, y, z \in X \):

- \( D(x,y) = 0 \) if \( x = y \) (the identity axiom);
- \( D(x,y) + D(y,z) \geq D(x,z) \) (the triangle inequality);
- \( D(x,y) = D(y,x) \) (the symmetry axiom).

A set \( X \) provided with a metric is called a metric space.

The missing data have challenged researchers since the beginning of the field research. What is the reason for the data missing? When people talk about the mechanisms of the missing, three terms come up: missing completely at random (MCAR), missing at random (MAR), and missing not at random (MNAR). Although statisticians prefer not to use the word cause, they do often use the words due to or depends on in this context. With MAR, the missing (i.e., whether the data are missing or not) may depend on the observed data, but not on unobserved data [14]. MCAR is a special case of MAR in which the missing does not depend on the observed data either [14]. With MNAR, the missing does depend on the unobserved data.
To calculate the distance between patients we need all the information about tests (analyses). The method based on the distance are very popular in the literature because they can be used for every type of data, while the corresponding function of the distance is suitable for that type of the data. Therefore, the problem of the data classification can be reduced to the problem of finding the distance function for that kind of the data. It results from this that the finding of the distance function has become an important research areas for the data processing and their accuracy.

The aim of the research is to suggest a new distance by which we can measure the distance of the object is which the data are missing.

The problem of the missing data is of great importance. When the mechanisms of the missing data are talked about, first of all, the reason for the missing data should be established. The data can miss out of many reasons. Some of them are: the data are not available, the mistakes which are made while working with the equipment, the nonconsistency with the other data so they are deleted, they are not filled in because of the look of understanding; they were not considered as important at the moment of input etc. The decision is important: what should be done with the missing data?

- Deleted the parameters where the missing data appear— which is not advisable, especially with the classification, if the missing values vary from one parameter to the other.
- Manual filling in the missing data is tiring and often impracticable.
- Automatic filling in: by a general constant, the mean value of the parameter for all who belong to the same class.
- The most probable value: the conclusion which is given on the basis of Bayes’s formula or the decision trunk.

In the base with it was worked in this research, there were the missing data because for some of the patients there was no need for the analyses to be done, before them the disease had been found out, and some of the data are missing because of the loss of that datum at the moment of the input into the database. Also, the data were coded, so there was on idea of using Hamming’s distance and the proposal of a new distance which uses Hamming.

### 2.1 The description of the proposed distance

Let $F$ be the final set with $q$ elements.
**Definition 2.1.** Hamming’s distance \( d(x, y) \) between the two vectors \( x, y \in F^n \) is the number of places on which these two vectors differ.

The proposed distance uses Hamming’s distance and the stated formula. The usage of the stated formulas in the distance definition is because of the generality of the distance.

Let \( \phi \) and \( \psi \) be two sets of the stated formulas to which the formulas which represent the literal conjunction belong. The proposed distance between these two sets of the stated formulas is defined with:

\[
D(\phi, \psi) = \max_{A \in \phi} \min_{B \in \psi} d(A, B) + \max_{B \in \psi} \min_{A \in \phi} d(A, B)
\]

where \( d(A, B) \) is Hamming’s distance.

**Example 2.2.** Let the two patients \( p_1 \) and \( p_2 \) be given with the values of the three analyses \( a, b \) and \( c \) so we have the following data about the patients:

patient \( p_1 \) has \( a \land b \) (from some reason there is a lack of the datum about the values of the finding \( c \))

patient \( p_2 \) has \( a \land \neg b \land c \)

If we apply the proposed distance, the formula \( \phi \) which describes the first patient is \( a \land b \land (c \lor \neg c) \) if we change only with the conjunction we will have two formulas \( a \land b \land c \) and \( a \land b \land \neg c \) (those two formulas belong to the set of formulas \( \phi \)). While the set of the formulas of the second patient that is the set \( \psi \) is the formula \( a \land \neg b \land c \). If we apply the proposed distance to these two patients, we will get the distance between them:

\[
D(\phi, \psi) = \frac{\max_{A \in \phi} \min_{B \in \psi} d(A, B) + \max_{B \in \psi} \min_{A \in \phi} d(A, B)}{2} = \frac{\max \{ \min \{ d(a \land b \land c, a \land \neg b \land c) \}, \min \{ d(a \land b \land \neg c, a \land b \land c) \} \} + \max \{ \min \{ d(a \land \neg b \land c, a \land b \land c), d(a \land \neg b \land c, a \land b \land \neg c) \} \} {2} + \frac{\max \{ \min \{ 1, 2 \} \} + \max \{ \min \{ 1, 2 \} \}}{2} = \frac{2 + 1}{2} = \frac{3}{2}.
\]

**Remark 2.3.** The proposed distance does not fill in the missing data. It serves to determine the distance (similarity) of the patient with the other using only the information which value the missing data can have.
2.2 The formulation of the optimization by clustering and the algorithm description

The proposed system (see the algorithm) uses the technique of clustering [10]. In order to carry out the analysis of clustering at all, it is necessary to define the measures of closeness of the two objects on the basis of their characteristics. The concept of similarity is determined according to the data themselves. The proposed distance (1), between the data can serve as a measure of that difference. The methods based on the distances are often desirable because of their simplicity of the application in different scenarios.

Let \( X \) be a set of \( m \) objects described with the help of \( n \) characteristic. The cluster algorithm for the weight characteristics, which groups the set \( X \), \( k \) cluster, is based on the minimization of the aim function [3]:

\[
F(W,Z,\Lambda) = \sum_{l=1}^{k} \sum_{j=1}^{m} \sum_{i=1}^{n} w_{l,j} \lambda_{l,i}^\beta d(z_{l,i},x_{j,i}) 
\]

Subject to

\[
w_{l,j} \in \{0, 1\}, 1 \leq l \leq k, 1 \leq j \leq m \tag{3}\]

\[
\sum_{l=1}^{k} w_{l,j} = 1, 1 \leq j \leq m \tag{4}\]

\[
0 < \sum_{i=1}^{m} w_{l,j} < m, 1 \leq l \leq k \tag{5}\]

\[
0 \leq \lambda_{l,i}, 1 \leq l \leq k, 1 \leq i \leq n \tag{6}\]

\[
\sum_{i=1}^{n} \lambda_{l,i} = 1, 1 \leq l \leq k \tag{7}\]

where \( k(\leq m) \), the number of clusters, \( \beta < 1 \), \( W = [w_{l,j}] \) the matrix of binary numbers of the order \( k \times m \), \( Z = [z_1, z_2, \ldots, z_k] \in \mathbb{R}^{n \times k} \) contains the centers of clusters \( \Lambda = [\lambda_{l,i}] \) the matrix of real numbers of the order \( k \times n \) and \( 0 \leq d(z_{l,i},x_{j,i}) \) the proposed measure of the difference (1) between the center \( z_i \) and the object \( x_j \) for \( i \)th characteristic. The main idea of the optimization problem is a minimization of the difference measure between the centers of the clusters and the objects.
Algorithm

Step 1. Choose an initial matrix $Z^{(1)} \in \mathbb{R}^{n \times k}$ and set $\Lambda^{(1)}$ be a $k \times m$ matrix with all the entries being equal to $\frac{1}{n}$. Set $t = 1$.

Step 2. Determine $W^{(t+1)}$ so that $F(W^{(t+1)}, Z^{(t)}, \Lambda^{(t)})$ is minimized. If

$$F(W^{(t+1)}, Z^{(t)}, \Lambda^{(t)}) = F(W^{(t)}, Z^{(t)}, \Lambda^{(t)})$$

then stop; otherwise go to step 3.

Step 3. Determine $Z^{(t+1)}$ so that $F(W^{(t+1)}, Z^{(t+1)}, \Lambda^{(t)})$ is minimized. If $F(W^{(t+1)}, Z^{(t+1)}, \Lambda^{(t)}) = F(W^{(t)}, Z^{(t)}, \Lambda^{(t)})$ stop; otherwise go to step 4.

Step 4. Determine $\Lambda^{(t+1)}$ so that $F(W^{(t+1)}, Z^{(t+1)}, \Lambda^{(t+1)})$ is minimized. If $F(W^{(t+1)}, Z^{(t+1)}, \Lambda^{(t+1)}) = F(W^{(t+1)}, Z^{(t+1)}, \Lambda^{(t)})$ stop; otherwise go back to step 2.

**Theorem 2.4.** [3] Let $\tilde{Z}$ and $\tilde{\Lambda}$ be fixed. The minimizer of the matrix $\tilde{W}$ for the optimization problem

$$\min_W F(W, Z, \tilde{\Lambda})$$

where (3)-(7) is given by:

$$\hat{w}_{l,j} = \begin{cases} 1, & \sum_{i=1}^{n} \hat{\lambda}_{i,j}^p d(\tilde{z}_{l,i}, x_{j,i}) \leq \sum_{i=1}^{n} \hat{\lambda}_{h,i}^p d(\tilde{z}_{h,i}, x_{j,i}), \ 1 \leq h \leq k, \\ 0, & \text{otherwise} \end{cases}$$

**Theorem 2.5.** [3] Let $\tilde{W}$ and $\tilde{\Lambda}$ be fixed. The minimizer $\tilde{Z}$ of the optimization problem

$$\min_Z F(\tilde{W}, Z, \tilde{\Lambda})$$

is given with

$$\tilde{z}_{l,i} = \frac{\sum_{j=1}^{m} \tilde{w}_{l,j} x_{l,j}}{\sum_{j=1}^{m} \tilde{w}_{l,j}}$$

where $1 \leq l \leq k$.

When $i$th is numerical, or $\hat{z}_{l,i} = d_i^{(r)} \in DOM(D_i)$, where

$$|\{\tilde{w}_{l,j} | x_{l,j} = d_i^{(r)}, \tilde{w}_{l,j} = 1\}| \leq |\{\tilde{w}_{l,j} | x_{l,j} = d_i^{(r)}, \tilde{w}_{l,j} = 1\}|, \forall t \in DOM(D_i),$$

When $i$th is categorical. With $|Y|$ is marked the cardinality of the set $Y$. 
Theorem 2.6. [3] Let $\tilde{W}$ and $\tilde{Z}$ be fixed. The minimizer of the matrix $\tilde{\Lambda}$ for the optimization problem $\min_{\tilde{\Lambda}} F(\tilde{W}, \tilde{Z}, \tilde{\Lambda})$, for which (3)-(7) are satisfied, is given by

$$\hat{\lambda}_{l,i} = \begin{cases} \frac{1}{n_i}, & \sum_{j=1}^{m} \tilde{w}_{l,j} d(\tilde{z}_{l,i}, x_{j,i}) = 0, n_i = |\{t: \sum_{j=1}^{m} \tilde{w}_{l,j} d(\tilde{z}_{l,t}, x_{j,t}) = 0\}|, \\ 0, & \sum_{j=1}^{m} \tilde{w}_{l,j} d(\tilde{z}_{l,i}, x_{j,i}) \neq 0, (\exists t) \sum_{j=1}^{m} \tilde{w}_{l,j} d(\tilde{z}_{l,t}, x_{j,t}) = 0 \\ \frac{1}{\sum_{j=1}^{m} \tilde{w}_{l,j} d(\tilde{z}_{l,t}, x_{j,t})}, & \sum_{j=1}^{m} \tilde{w}_{l,j} d(\tilde{z}_{l,j}, x_{j,t}) \neq 0, \forall t, 1 \leq t \leq n \end{cases}.$$ 

The algorithm represents the cluster algorithm for the weight characteristics where the matrix $W$ is determined in accordance with Theorem 2.4, the centers of the cluster $Z$ in every interaction are in accordance with the Theorem 2.5, and the matrices of the weights for the characteristics in accordance with Theorem 2.6.

Theorem 2.7. [3] The optimization cluster algorithm converges into the final number of iteration.

On the basis of the Theorem 2.7, this algorithm for pondered characteristics converges. However, it stops at the local minimum [2]. The time complexity of the algorithm is $O(l \times m \times n \times k)$ where $l$ is the total number of iterations, $k$ the number of clusters, $n$ the number of characteristics and $m$ the number of characteristics in the observed set. So, the proposed algorithm is adapted for the work a great number of set data.

3 The description of the database and the results of the research

In our paper we used the database of the patients with one of the mentioned three systemic autoimmune diseases: systemic lupus erythematosus (SLE), Sy Sjogren and systemic sclerosis (SSc).

Every patient was diagnosed on the basis of appropriate criteria. The selection of variables is established by the expert committee but is also under the strict influence of the statistical analyses. The classification criteria for SLE were established by the American College of Rheumatology from 1982. Later, in 1997 the criteria were revised [6]. Systemic Lupus International Collaborating Clinics (SLICC) set up the new classification criteria in 2012 [11]. The diagnostic criteria for Sy Sjogren [13][16] and the systemic sclerosis [5], are given in a similar way.

The data set consists of 45, at random, chosen patients with the systemic autoimmune diseases, among them, 15 of the subjects were diagnosed as SLE, 19 as Sjogren’s syndrome, 11
as progressive systemic sclerosis and 3 had both SLE [18] and Sjogren’s syndrome. These patients are diagnosed and treated at the Clinic for Allergology and Immunology Clinical Centre Belgrade during the period of 2012-2014. We used a set of 87 variables, formed on the basis of ‘availability’ and ‘prices’ of the diagnostic methods. The first group of 33 variables consisted of the data obtained by anamnēza and clinical check-up of patients, that is ‘the most available group of data’. The second group of variables of 37-70 consisted of the data obtained by the laboratory treatment. The third group of 71-87 consisted of the variables obtained by the clinical check-ups which included invasive diagnostic procedures such as a biopsy of salivary glands, a biopsy of kidneys. In this research, the system for making a decision about the diagnosis of the new patient is implemented according to the database in which we already have the patients with diagnoses.

The implemented system The System for the Decision Support and Optimization for Classifying the Patients (SDSCP) using the measures for missing data is the desktop application. It has been developed in .NET technology and c# language. .NET is a software platform which is developed by Microsoft and which is used with Windows operating system. The application is designed for the Windows system, but there is a possibility of using the same on Linux and Android operating systems through Mono platform.

The database is local and information is stored in JSON (Java Script Object Notation) format. JSON is textually based, an open standard, designed for the understandable data exchange among the people. It is from Javascript language and serves for the representation of the data structures. It is independent of the programme language in which it is used.

The used developing surroundings is Microsoft Visual Studio 2003 Express. It is one of the most popular surroundings for the development, especially for NET platform and c# language. It contains the editor of the code, debugger, the designer tools for graphical applications. It enables an easy organization of the project. As a result it gives quick, effective and comfortable work.

For following the project version GIT was used, a free distributed system for the control of the versions.

The success of the classification, thus defined distance implemented through the described algorithm, has been shown through the comparison of the results with the other methods of filling in the missing data such as the middle value and linear regression. The results of the comparison are that the middle value method was the worst in clustering then the linear regression which was much better than the middle value. The proposed distance gave the best results (Table 1.).
Optimization for classifying the patients using the logic measures for missing data

<table>
<thead>
<tr>
<th>Method of filling in missing data</th>
<th>Performance as a percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Middle value</td>
<td>80%</td>
</tr>
<tr>
<td>Linear regression</td>
<td>93%</td>
</tr>
<tr>
<td>The proposed distance</td>
<td>98%</td>
</tr>
</tbody>
</table>

Table 1. The performance results of different methods. Optimization problem is given the best results when applying the proposed distance

4 Conclusion

The proposed system showed better results than the existing methods. The percentages of the successful completion show that on the basis of the proposed distance, the system gave a wrong conclusion with one patient, while at the other method that number was considerably bigger, so with three (linear regression) and nine (middle value) patients there was a wrong decision.

In the medicals opinion, who had tested the proposed system in practice, this system is useful because the results were very reliable and enabled giving the suggestions of an adequate therapy. For this class of disease there is an additional therapy which can be, on the basis of the proposed system, determined.

The proposed distances can be used in other areas as well as applied to the other problems where there is a need for finding out the most similar or the most different attributes.

In future research is planned to improve in the direction of finding an adequate account of the weight of each of the analysis.
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