Abstract

Background: Screening and early detection play a key role in cervical cancer prevention. The present study predicts the outcome of various diagnostic tests used to diagnose cervical cancer using machine learning algorithms.

Methods: The present study ran various cervical cancer risk factors on a machine learning (ML) classifier to predict outcomes of Hinselmann, Schiller, cytology and biopsy. The dataset is publicly available on the Machine Learning Repository website of the University of California Irvine. The imbalanced dataset was pre-processed using oversampling methods. The significantly varied features between the two levels of a response variable were used to train the machine learning classifiers on MATLAB. The classifiers used were Decision Trees, Support Vector Machine, K-Nearest Neighbours and Ensemble learning classifiers. The performance metrics of the classifiers were expressed as accuracy, the area under the receiver operator characteristic (AU-ROC) curve, sensitivity and specificity.

Results: The Fine Gaussian SVM classifier was the best to classify Hinselmann, cytology and biopsy with the accuracy of 97.5 %, 62.5 % and 98 %, respectively. However, Boosted trees performed best in the classification of Schiller with 81.3 % accuracy.

Conclusion: The present study selected optimised features among multiple risk factors to train various ML classifiers to predict cervical cancer.
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Introduction

Cervical cancer is the fourth most common cancer in women worldwide. An estimated 570,000 cervical cancer cases were diagnosed and 311,000 women died from cervical cancer worldwide in 2018.1,2 It is a disease in which healthy cells grow abnormally on the surface of the cervix, forming a mass of cells called a tumour and spreading to other parts of the body such as the bladder, rectum, lungs, vagina and liver. Women under 50 years of age are mostly affected by this disease. Cervical cancer control includes primary prevention (vaccination against human papillomavirus), secondary prevention (screening and treatment of pre-cancerous lesions), tertiary prevention (diagnosis and treatment of invasive cervical cancer) and palliative care.3 The risk factors for cervical cancer include age, human papillomavirus infection, early sexual activity, long-term use of the hormonal contraceptive pill, sexually transmitted infections and genetics.4 Screening has a significant role in the early diagnosis of cervical malignancy. Screening procedures for cervical cancer include cytology, Schiller, Hinselmann and the standard biopsy test to recognise cervical cancer.5
Classification of diseases based on artificial intelligence methods helps in prediction of disease and survival rate. Recently, diseases have been classified using computer vision, machine learning (ML) and deep learning (DL) algorithms. The various ML classifiers, including Logistic Regression (LR), Decision Tree (DT), Artificial Neural Networks (ANN), Support Vector Machine (SVM) and Naive Bayes (NB), along with feature optimisation methods such as Chicken Swarm optimisation can be used for prediction. The present study used ML methods to predict the outcome of various methods used for diagnosing cervical cancer.

### Material and Methods

The present study ran various cervical cancer risk factors on a machine learning (ML) classifier to predict the outcome of various diagnostic tests, including Hinselmann, Schiller, cytology and biopsy. The study dataset consisted of a random sample of medical records of 858 patients who attended gynaecology service at Hospital Universitario de Caracas in Caracas, Venezuela, between 2012 and 2013. The dataset was publicly available on the Machine Learning Repository website of the University of California Irvine (UCI ML). Fifteen factors among 32 cervical cancer risk factors were used, including the age of the patient, sexual activity (number of sexual partners and age of first sexual intercourse), number of pregnancies, smoking behaviour, use of contraceptives (hormonal and intrauterine devices) and historical records of sexually transmitted diseases (STDs) to predict indications of response variables. The four response variables include Hinselmann, Schiller, cytology and biopsy (Table 1). Hinselmann's test refers to colposcopy using acetic acid. In Schiller’s test, Lugol iodine was used to visualise the uterine cervix.

The dataset contained many missing values as many patients did not answer all the questions for privacy reasons. The dataset was imbalanced and oversampling methods were employed during pre-processing. The significantly different features between the two levels of a response variable were used for ML classification. The ML classifier application on MATLAB 2019a was used for classification.

The classifiers used in this application included Decision Trees, Support Vector Machine (SVM), K-Nearest Neighbours (KNN) and Ensemble learning classifiers. The decision trees included complex, medium and simple tree classifiers. Similarly, the SVMs included linear, quadratic, cubic, fine Gaussian, medium Gaussian and coarse Gaussian classifiers. The ensemble classifiers had boosted trees, bagged trees and RUS boosted tree classifiers.

### Statistical analysis

After assumption checked, the quantitative data were expressed in median (IQR) and compared using the non-parametric Mann-Whitney’s U test. The categorical data were expressed in percentage and the relationship between discrete variables was found using a Chi-squared test. The performance metrics of the machine learning classifier were expressed as accuracy, the area under the receiver operator characteristic (AU-ROC) curve, sensitivity and specificity. The JASP version 0.16.2 and MATLAB 2019a were used for statistical analysis. The significance level was considered at 5%.

### Results

Considering Hinselmann as a response variable, the features which were different between the two response levels were age \( W = 2348; p < 0.001 \),
Table 2: Comparison of continuous predictors across binary outcomes of Hinselmann, Schiller, cytology and biopsy

<table>
<thead>
<tr>
<th>Responses</th>
<th>Hinselmann</th>
<th>Schiller</th>
<th>Cytology</th>
<th>Biopsy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>2348</td>
<td>&lt; 0.001</td>
<td>1168.5</td>
<td>0.906</td>
</tr>
<tr>
<td>Number of sexual partners</td>
<td>2262.5</td>
<td>&lt; 0.001</td>
<td>1341.5</td>
<td>0.152</td>
</tr>
<tr>
<td>First sexual intercourse</td>
<td>1559</td>
<td>0.780</td>
<td>962</td>
<td>0.160</td>
</tr>
<tr>
<td>Number of pregnancies</td>
<td>1768.5</td>
<td>0.106</td>
<td>1144</td>
<td>0.955</td>
</tr>
<tr>
<td>Smokes (years)</td>
<td>1565</td>
<td>0.694</td>
<td>675</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Smokes (packs/year)</td>
<td>1605</td>
<td>0.487</td>
<td>739.5</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Hormonal Contraceptives (years)</td>
<td>2237.5</td>
<td>&lt; 0.001</td>
<td>1365</td>
<td>0.101</td>
</tr>
<tr>
<td>IUD* (years)</td>
<td>1414.5</td>
<td>0.385</td>
<td>1252</td>
<td>0.204</td>
</tr>
<tr>
<td>STDs*: Time since the first diagnosis</td>
<td>1781.5</td>
<td>0.103</td>
<td>1137</td>
<td>0.915</td>
</tr>
<tr>
<td>STDs*: Time since the last diagnosis</td>
<td>2060.5</td>
<td>&lt; 0.001</td>
<td>1134.5</td>
<td>0.900</td>
</tr>
</tbody>
</table>

*IUD: Intrauterine devices; STDs: Sexually transmitted diseases

Table 3: Relationship between categorical predictors and binary outcomes of Hinselmann, Schiller, cytology and biopsy

<table>
<thead>
<tr>
<th></th>
<th>Hinselmann</th>
<th>Schiller</th>
<th>Cytology</th>
<th>Biopsy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smokes</td>
<td>χ² value</td>
<td>p</td>
<td>χ² value</td>
<td>p</td>
</tr>
<tr>
<td>Hormonal Contraceptives</td>
<td>18.084</td>
<td>&lt; 0.001</td>
<td>1365</td>
<td>0.101</td>
</tr>
<tr>
<td>IUD*</td>
<td>3.690</td>
<td>0.055</td>
<td>1174</td>
<td>0.244</td>
</tr>
<tr>
<td>STDs* (number)</td>
<td>5.975</td>
<td>&lt; 0.001</td>
<td>1137</td>
<td>0.915</td>
</tr>
</tbody>
</table>

*IUD: Intrauterine devices; STDs: Sexually transmitted diseases

Table 4: Performance metrics of the best classifier for Hinselmann, Schiller, cytology and biopsy classification

<table>
<thead>
<tr>
<th></th>
<th>Hinselmann</th>
<th>Schiller</th>
<th>Cytology</th>
<th>Biopsy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>97.5 %</td>
<td>81.3 %</td>
<td>62.5 %</td>
<td>98 %</td>
</tr>
<tr>
<td>AUC*</td>
<td>1</td>
<td>0.83</td>
<td>0.66</td>
<td>0.98</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>100 %</td>
<td>69 %</td>
<td>100 %</td>
<td>100 %</td>
</tr>
<tr>
<td>Specificity</td>
<td>95 %</td>
<td>94 %</td>
<td>25 %</td>
<td>96 %</td>
</tr>
</tbody>
</table>

*AUC: Area under the receiver operating characteristic curve; #SVM: Support vector machine

Figure 1: Receiver operating characteristic curve showing performance metrics of Fine Gaussian SVM classifier for Hinselmann classification

Figure 2: Receiver operating characteristic curve showing performance metrics of Boosted Trees classifier for Schiller classification
Cervical cancer is a primary cause of premature mortality in women worldwide. Screening and early diagnosis are preventive strategies for better management of cervical cancer. Machine learning methods can be used to process vast amounts of cancer data and is readily accessible to the medical research community to upgrade the survival rate of patients.\(^\text{19,20}\) The present study used various ML algorithms to predict indications for various examinations to diagnose cervical cancer. The Fine Gaussian SVM classifier was the best model to classify Hinselmann, cytology and biopsy. However, Boosted trees performed best in the classification of Schiller (Table 4).

In a similar study, Nagadeepa et al used RF, SVM and Deep Learning (DL) models like Artificial Neural Networks (ANN) and Convolutional Neural Networks (CNN), for cervical cancer prediction. The SVM showed the highest accuracy (97 \%), followed by CNN (95/3 \%), RF (94 \%) and ANN (95.2 \%), respectively.\(^\text{21}\) Ali et al used ML classifier models to predict cervical cancer from various examinations using clinical data. The random tree classifier showed better results for cytology (98.65 \%) and biopsy (98.33 \%), whereas the Instance-Based K-nearest neighbour (IBK) with random forest classifier provided higher accuracy for Hinselmann (99.16 \%) and Schiller (98.58 \%).\(^\text{22}\) Nithya et al predict cervical cancer using random forest, rpart, C\(_5\)0, KNN and SVM algorithms after optimised feature selection. Contrary to the present study, the random forest and C\(_5\)0 classifier models showed higher accuracy in predicting cervical cancer.\(^\text{23}\) Zahras et al used a deep convolutional neural network to predict the outcome of Hinselmann, cytology, Schiller and biopsy for diagnosing cervical cancer. The results of deep convolutional neural network classification were comparable to the present study, with an accuracy of about 90 \% for each target.\(^\text{24}\) Asaduzzaman et al developed a system to predict the risk of cervical cancer using machine learning models including AdaBoost, Logistics Regression,
SVM, Neural Network, kNN, Naïve Bayes, Decision Tree, CN2 rule Inducer, Random Forest and Quadratic Classifier. The most significant factors that contributed to cervical cancer were the number of children, age at first intercourse, age of husband, Pap test and age.\textsuperscript{25} Chaudhuri et al developed a 3-Stage Hybrid feature selection approach and a Stacked Classification model to evaluate the cervical cancer dataset obtained from the UCI Machine Learning Repository with 35 features and one outcome variable. In Stage 1, researchers used a Genetic Algorithm (GA) and Logistic Regression Architecture (LRA) for Feature Selection and selected twelve features well correlated with the class but not among themselves. Stage-2 utilises the same GA and LRA for Feature Selection to select five features. In Stage 3, Logistic Regression (LR), Naïve Bayes (NB), Support Vector Machine (SVM), Extra Trees (ET), Random Forest (RF) and Gradient Boosting (GB) were used with the five features to identify patients with or without cancer. The classifiers showed improved performance metrics with reduced features. In the 66-34 split, all five machine learning methods except NB recorded 97% accuracy with five features. Also, the Stacked model produced higher than 96% accuracy with five features in 66-34 and 80-20 splits and 10-fold cross-validation.\textsuperscript{26} Sobar et al in a study, predicted cervical cancer using machine learning classifiers based on behaviour and its determinants. The Naïve Bayes and Logistic Regression showed 91.67% and 87.5% accuracy, respectively.\textsuperscript{27} Ceylan et al predicted cervical cancer early on using a multi-label classification technique. For multi-label classification, problem transformation methods such as Binary Relevance (BR), Classifier Chains (CC), Conditional Dependency Networks (CDN) and Label Combination were used. Sequential Minimal Optimisation, Naïve Bayes, Random Forest and J48 Decision Tree machine learning classifiers were compared for their exact match, accuracy, hamming loss and ranking loss. Except for J48-BR and J48-CDN algorithms, the accuracy percentage and exact match were over 80%. All algorithms with CC and LC methods had nearly equal accuracy, exact match, hamming loss and ranking loss. RF algorithms based on CC and LC methods showed better performance, followed by J48-CC and J48-LC methods.\textsuperscript{28} Gupta et al tried the random forest regression technique for the early detection of cervical cancer. Researchers used recall-based scores to check performance. The aim was to achieve higher recall scores and reduce false-positive values. The recall scores for Hinselmann, Schiller, cytology and biopsy were 0.920, 0.972, 0.912 and 0.996, respectively.\textsuperscript{29} High performance can be achieved by reducing variance and bias in ML models. To achieve this, Ahishakiye et al used an ensemble ML classifier including a decision tree, Classification and Regression Trees, Naïve Bayes Classifier, K-Nearest Neighbour and Support Vector Machine. The method showed an accuracy of 87.91% in cervical cancer classification.\textsuperscript{30} Sagala et al applied different data mining algorithms (SVM, Naïve Bayes and KNN) on four different medical tests (biopsy, cytology, Hinselmann and Schiller) as target variables. The Naïve Bayes classifier outperforms other classifiers after evaluation using the 10-fold cross-validation method.\textsuperscript{5}

Many datasets have been characterised by low sample size, outliers and multiple risk factors. The dataset issues such as outliers and data imbalance were addressed by Ijaz et al in a random forest classification model. Researchers used density-based spatial clustering of applications with noise (DBSCAN) and isolation forest (iForest) for outlier detection. The synthetic minority over-sampling technique (SMOTE) and SMOTE with Tomek link (SMOTETomek) were used for data imbalance. The four protocols were compared: (1) DBSCAN + SMOTETomek + RF, (2) DBSCAN + SMOTE+ RF, (3) iForest + SMOTETomek + RF and (4) iForest + SMOTE + RF. The iForest with SMOTE and iForest with SMOTETomek had better performance than DBSCAN with SMOTE and DBSCAN with SMOTETomek.\textsuperscript{31} Similarly, Ali et al used three feature transformation methods, including log, sine function and Z-score, before performing supervised classification training. Random Tree showed the best accuracy for the biopsy (98.33%) and cytology (98.65%) classification, whereas Random Forest and Instance-Based K-nearest neighbour (IBC) was the best for Hinselmann (99.16%) and Schiller (98.58%) respectively. The logarithmic method performed best for biopsy datasets, whereas the sine function showed superior performance for cytology. Both logarithmic and sine functions were superior for the Hinselmann dataset, while Z-score performed best for the Schiller dataset.\textsuperscript{22} Similarly, Fernandes et al proposed a computationally automated strategy to predict biopsy results from cervical risk factors. The strategy consists of joint and fully supervised optimisation of dimensionality reduction. Further, the approach was instantiated with deep learning architectures, which showed results (AUC = 0.6875) that outperformed previously developed methods, such as denoising autoencoders.\textsuperscript{15} Chauhan et al compared various ML classifiers for predicting cervical cancer, including Logistic Regression, Naïve Bayes, Support Vector Machine, K-Nearest Neighbour, Linear Discriminant Analysis, Multi-Layer
Perceptron, Decision Tree and Random Forest. The authors used Synthetic Minority Oversampling Technique for the data imbalance issue. Fivefold cross-validation was used on scaled data and unscaled data obtained by Min-Max scaling, standard scaling and normalisation. RF, SVM and DT showed higher performance in cervical cancer diagnosis. The optimised features were selected using univariate feature selection and Recursive feature elimination (RFE). Overall performance of Random Forest predictor with RFE (RF-RFE) is superior to all others being implemented. The outcome of Random Forest with Recursive feature elimination was greater than other machine learning classifiers.32 With an appropriate dataset and optimised feature selection, machine learning methods and classification can detect cervical cancer in its early stages.

Conclusion

The present study selected optimised features among multiple risk factors to train various ML classifiers to predict cervical cancer. The results showed the Fine Gaussian SVM classifier is the best model for Hinselmann, cytology and biopsy, whereas Boosted trees performed best in the classification of Schiller.
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