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Abstract: Image processing in biomedicine is a very broad field, which includes both medical and 
technical significance. The aim of this paper is to investigate the current trends in the domain of 
application of U-Net architecture in the period from 2018 to 2023. The PRISMA framework was 
used for the systematic literature review, and 4 research questions were asked. For the most part, 
U-Net architectures are used that can process complex high-resolution images in the fastest way 
in the context of semantic segmentation. Previous work in image processing has focused on over-
coming problems such as the complexity of different architectures, image loss, image resolution, 
and quality, as well as the size of datasets and noise reduction. The most frequently used groups 
of datasets are BraTS, Data Science Bowl, and ISIC Challenge. The best general Dice score was 
obtained for the LUNA16, VESSEL12, and Kaggle Lung datasets with 0.98. It is concluded that 
the application of the U-Net network is growing, with a focus on solving specific challenges in the 
context of a certain modality and segment of biomedicine.
Keywords: U-Net; convolution neural network (CNN); biomedicine; medical image.

1. INTRODUCTION

In the last century, the development of biomedicine has rapidly advanced in the fields of 
diagnostics and health care. The way of observing different types and forms of diseas-
es, conditions, and anomalies when it comes to human health relied on achievements 
in information technology and equipment. Atam P. Dhawan [1] highlighted radiography 
(X-rays), computerized tomography (CT), nuclear magnetic resonance (NMR), and more 
specifically, magnetic resonance imaging (MRI) as conventional bases of biomedicine im-
age techniques in the early stage. In that period, the equipment used for obtaining different 
recordings was also developed, with a focus on enhancing image quality, noise reduction, 
and basic feature extraction. Over time, large amounts of data were collected and enabled 
more complex use in the field of biomedicine, where a great synergy between computer 
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vision and medical imaging was observed [1], [2]. Therefore, over time, different groups of 
obstacles appeared in the development of accurate and precise techniques in this field [3]. 
There are many applications of different architectures in image processing.
For instance, P. Chinmayi et al. [4] highlighted image segmentation as the most signifi-
cant stage of image processing, due to extracting the Region of Interest (ROI) for further 
analysis of an image. To explain the complexity of the image segmentation technical ob-
stacles, the problem of identifying different types of tissue is doubled. Additionally, by 
way of illustration, different image sizes can cause incorrect outputs and demand manual 
intervention [4]. Furthermore, some methods regarding segmentation cannot be done for 
MRI 3D data. On the other hand, as a security obstacle, some methods cannot be used 
on limited datasets [3], [4]. Regarding privacy and ethics, taking images as medical data 
from patients needs to be prepared in a specific way. Katharina Grünberg et al. [5] pres-
ent a protocol for data preparation. The first step is gaining ethical and privacy approval 
from the patient and reviewing it by the Medical Ethics Committee, which results in the 
handling of informed consent procedures. In addition to this challenge, neural networks 
for image processing are prone to overfitting due to the size of the dataset. On the other 
hand, some technical difficulties can be described as the unbalance of pixels that belong 
to different classes.
The last decade has been characterized by the acceptance of deep learning techniques, 
especially convolutional neural networks (CNN), to solve complex challenges [6]. Indeed, 
CNN can solve many problems regarding factors that influence accuracy and precision in 
the fields of image segmentation, classification, and biomedicine image processing. As a 
case in point, there is a U-Net architecture that resolves many challenges nowadays. Many 
variations on its architecture, as well as its wide use, is an emerging field.
This article analyzes the diverse forms of the U-Net convolutional neural network archi-
tecture in the domain of biomedical image processing. In this article, four research ques-
tions due to related work are presented, focusing on use and current trends. For conduct-
ing and reporting a systematic literature review, Preferred Reporting Items of Systematic 
Reviews and Meta-Analyses (PRISMA) are used, and a flow diagram is adopted [7].
This article is organized as follows: Section 2 centers on the base U-Net architecture. Sec-
tion 3 provides a state-of-the-art systematic literature review based on U-Net architecture 
in the domain of biomedicine. Section 4 presents the methodology, as well as the criteria 
and query string. Data results are discussed in Section 4, including an overview of do-
mains, datasets, and architectures. Lastly, Section 5 concludes the research, results, limita-
tions, and future research directions.

2. U-NET ARCHITECTURE

The U-Net architecture was first launched in 2015 with the main purpose of segmentation 
in the field of biomedicine image processing [8]. Figure 1 represents the first and original 
representations of U-Net CNN with an encoder-decoder type architecture. The left part 
consists of contracting paths, which are responsible for extracting relevant features from 
the input image. On the other hand, the right part of the architecture, the decoder, is re-
sponsible for upsampling and also finalizing the output.
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The encoder consists of repeated 3x3 convolutions followed by a rectified linear unit 
(ReLU) layer. Between stages in the encoder, there is a max pooling 2x2 operation to 
downsample the features of the input image. After max-pooling, the dimensions of the 
features are reduced. After each max-pooling operation, channels are doubled. The decod-
er also consists of repeated 3x3 convolutions followed by a (ReLU) layer. The point revers-
ing part, for upsampling a 2x2 convolution layer, is used to restore the spatial resolution 
of the features that were downsampled during the encoding part. Connection paths are 
responsible for taking copies of the feature from the symmetrical part of the encoder and 
concatenating them into their stage in the decoder. The encoder’s feature is based on more 
spatial information, regarding pixels and position, while on the other hand, the decoder’s 
feature can include more semantic information, such as the area and the object created. 
At the very bottom of the U-Net architecture, channels are doubled after the max-pooling 
operation, which is followed by upsampling with 2x2 convolutions.

Figure 1. Base U-Net architecture. [8]

3. RELATED WORKS

Over time, the U-Net-based architecture has undergone modifications, leading to the 
emergence of various variants. These adaptations cater to specific research goals, datasets, 
biomedical domains, and broader purposes such as segmentation. The authors have ex-
tended and customized convolutional neural networks based on the U-Net architecture 
to address the diverse needs within the field of biomedicine. To explain further, Nahian 
Siddique et al. [9] proposed a review of variants of U-Net for medical image segmentation. 
According to their research findings, the number of papers on this topic has exhibited a 
consistent increase over time, comprising 135 papers focused on the MR image modality 
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and 86 papers on CT. Furthermore, the predominant application areas were the brain or-
gan, with 82 papers, followed by pathology, encompassing 55 papers, and cardiovascular 
applications, with 44 papers. The survey was specifically confined to publications from 
three prominent publishers: IEEE, Springer, and Elsevier, within the timeframe spanning 
2017 to 2020.
They [9] introduced 3D U-Net as the network that uses 3D convolutions, 3D max-pool-
ing, and 3D up-convolutions that result in 3D images and enable a faster training process 
mainly used in volumetric CT and MRI segmentation. Furthermore, they summed up 
Attention U-Net as the architecture that trims the features that are not important and rel-
evant to the task with the pros of providing localized classification information. Addition-
ally, the authors pointed to Inception U-Net as the solution for variations in the image’s 
shape and size. Due to performance degradation, Residual U-Net uses a skip connection 
to take one layer and add it to a different, deeper layer, but it does not resolve the problem 
of vanishing the gradients. On the other hand, Recurrent U-Net is known for recurrent 
connection that relies on changing the output’s node based on the previous output for the 
same node. Dense U-Net is characterized by every layer receiving a feature or map from 
all preceding layers. In U-Net++, each skip connection unit gathers feature maps from 
all preceding units at the same level, along with an upsampled feature map from the unit 
directly below it.
Soroush Baseri Saadi et al. [10] highlighted in their literature review that U-Net is one of 
the convolutional neural networks most efficient for detecting and analyzing osteolytic 
lesions, with a recognition rate above 81%. Furthermore, the authors involved Seg-Unet 
as the architecture for detecting knee bone tumors from X-ray images, with a mean clas-
sification accuracy of 99.05% in their original research [11].
Furthermore, Zeeshan Shaukat et al. [12] directed their attention to glioma and brain tu-
mor segmentation, employing a 3D U-Net for semantic segmentation. The research land-
scape in this domain has expanded significantly, with Google Scholar indexing over 3020 
papers related to brain tumor segmentation, while PubMed has documented 1495 papers 
spanning the years 2017 to 2021.
On the other hand, the literature review in the field of External Beam Radiation Therapy 
(EBRT) and prostate cancer was conducted by Bruno Mendes et al. [13]. They identified 
16 papers from 2015 to February 2022. Most techniques are applied to MRI, while six of 
them are CT-based. They pointed to the smallest dataset with 11 patients and the largest 
with 2226 patients. The main architecture was based on U-Net, followed by one paper 
based on V-Net, R-CNN U-Net, ProstAttention-Net, U2-Net, and DAUNet. They obtained 
the results that show the highest Dice Similarity Coefficient (DSC) in research [14] with a 
0.94 score in the 3D approach. The authors claim 3D U-Net, Adversial U-Net, and Atten-
tion U-Bet as the main variants.
In the research [15], the authors point out 2.5D U-Net, 3D U-Net, Context Nested U-Net, 
all connection U-Net, RU-Net, and VGG16 U-Net as the main variants. They review per-
formances and features in the context of segmentation disadvantages. For instance, the 
2.5D U-Net does not obtain as good accuracy as the 3D U-Net, while the 3D U-Net obtains 
dependencies between picture slices. Despite U-Net being renowned for addressing over-
fitting issues, the proposed VGG16 U-Net method exhibits challenges related to overfitting.
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4. MATERIALS AND METHODS

This systematic literature review is conducted based on the PRISMA framework [7]. Ac-
cording to PRISMA, the systematic literature review is based on three phases: 1. identi-
fication, 2. screening, and 3. including papers. This systematic literature review was per-
formed using the Scopus database.

4.1. Search Strategy

Before the first phase, we form variations of keywords to search the scientific database. 
Based on related work mentioned in Section 3, we used “U-Net” as the main phrase and 
its variants. Synonyms used for the term “U-Net” were “U-Net++” OR “3D U-Net” OR 
“Adversarial U-Net” OR “Inception U-Net” OR “Residual U-Net” OR “Dense U-Net” OR 
“U-Net++”. There are limitations in this part of the query, which refers to all variants and 
names, but a current overview of the state in the area revealed that these architectures 
are the most prominent. On the other hand, the names of the CNN architects have just 
been revealed. For the second part of the query, terms “biomedicine” OR “biomedical” are 
used. The final query for searching the Scopus database is TITLE-ABS-KEY ((“u-net” OR 
“u-net++” OR “3d u-net” OR “adversarial u-net” OR ‘3d u-net” OR “inception u-net” OR 
“residual u-net” OR “dense u-net” OR “u-net++”) AND (“biomedicine” OR “biomedical”)).

4.2. Research Questions

To conduct a concise systematic literature review, we proposed three research questions 
as follows:
RQ1: Which U-Net architectures are used in biomedicine image processing?
RQ2: Which human organs are obtained in the studies?
RQ3: Which datasets are used to perform and evaluate the results of the studies?
RQ3.1. What are the best Dice scores for specific architectures and their datasets?

4.3. Study Selection Criteria

Due to the related work, the period for the papers that were taken into account is between 
2018 and 2023. In the following text, we will present inclusion and exclusion criteria for 
this systematic literature review based on research questions.
IC1 – The main objective of the paper must be related to U-Net architecture in biomedi-
cine related to humans
IC2 – The paper must be an article or conference paper
IC3 – Papers published between 2018 and 2023
IC4 – The paper must be written in English
IC5 – Only papers that authors managed to access should be accepted
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IC6 – Datasets must be publicly available
IC7 – There must be a defined domain of the study in the context of organ/tissue
IC8 – The focus of the study must be U-Net architecture
IC9 – The paper must be in the domain of image processing Exclusion criteria:
EC1 – Papers that are not related to the research questions
EC2 – Duplicate papers
EC3 – Demonstrations, preliminary studies, technical reports, posters, and proof-of-con-
cept papers were excluded
EC4 – Theoretical papers

4.4. PRISMA Workflow

The PRISMA workflow conducted in this review is shown in Figure 2. The query result 
was 667 papers. Before the process of screening, 3 papers were excluded based on the year, 
40 based on paper type, 11 on language, and 383 based on access. In the second phase, 
data was extracted from each paper: authors, title, the year when the paper was published, 
link to Scopus, DOI, abstract, author keywords, publisher, document type, and country.

Figure 2. PRISMA workflow.
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In the phase of screening, 230 papers were included, where 89 of them were excluded as 
nonrelevant based on title and abstract. For the second part of the screening, 89 papers 
were excluded based on inclusion and exclusion criteria. The main reason for excluding 
the papers was IC6.

5. RESULTS AND DISCUSSION

In the concluding phase of the study, a total of 22 papers have been incorporated. Only 
three of them are conference papers, while the rest are articles from journals. In 2023, 13 
papers are included in the study, followed by 2 in 2022, 5 in 2021, and 3 in 2020. To an-
swer RQ1 and RQ2, we conducted Table 1. Based on common properties, we grouped the 
results into 7 categories as follows: brain, lung, liver, nuclei, breast, skin, heart and veins, 
polyp, and gland. The predominant focus among the papers lies in U-Net architectures, 
with a significant emphasis on brain tumor segmentation, encompassing the highest num-
ber of publications – specifically, 8 papers. Lung, liver, and nuclei are the focus of five pa-
pers. From this perspective, categories such as glands, hearts, and veins are relatively less 
explored in the domain of biomedicine image processing.

Table 1. Overview of U-Net architectures based on category.

Category U-Net Architectures Papers

Brain SAB-Net, EMED-Unet, GAU-Net, U-Net++, 
MILD-Net, SD-Unet, KiU-Net, 3D U-Net

[16], [17], [18], [19], [20], 
[21], [22], [23]

Lung
U-Net11, EMED-Unet, SMR-Unet, 

 GA-Unet, Sharp U-Net, Recurrent Residual 
3D U-Net

[18], [24], [25], [26], [27]

Liver U-Net, SAB-Net, GA-Unet, 3 
D RP-Unet, ELU-Net [28], [17], [25], [29], [30],

Nuclei U-Net11, EG-TransUNet, FRUNet,  
GA-Unet, Sharp U-Net [31], [32], [33], [25], [26]

Breast

U-Net11, EG-TransUNet, ResUNet, Dense 
UNet, DUNet, Attention U-Net, UNet++, 
MultiResUNet, RAUNet, Inception U-Net 

and U-Net GAN, ELU-Net

[31], [34], [32], [30]

Skin MAAU, Residual Attention U-Net, Sharp 
U-Net, MOLD-Net [35], [36], [26], [21]

Heart and 
veins U-Net, SAB-Net [28], [17]

Polyp EG-TransUNet, SAB-Net, Sharp U-Net [32], [17], [26]

Gland FRUNet, Spatial-Channel Attention U-Net [33], [37]

Priscilla Benedetti et al. [28] use the base structure of U-Net in the category of liver and 
veins segmentation, while Hasib Zunair and A. Ben Hamza [26] modify the base U-Net 
with a sharpening filter to sharpen the encoder features before their fusion with the de-
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coder features by incorporating a depthwise convolution. Furthermore, for minor modi-
fication, Umut Tatli and Cafer Budak [31] use U-Net with 11 convolutional layers to im-
prove the general performance of segmentation. Therefore, Neil Micalleef et al. [20] use 
U-Net++ variation based on additional upsampling layers along the skip connections be-
tween the encoder and decoder for brain tumor segmentation. On the other hand, Weihao 
Weng et al. [17] propose SAB-Net that represents a smooth attention branch regarding 
modified attention operation.
Saleh Naif Almuayqil et al. [36] developed a framework with specific noise reduction in 
the Residual Attention U-Net model. The authors use a variational autoencoder for re-
moving the hair noises, DGAN-Net, D-U-NET, and Br-U-NET for removing the speckle 
noise, and the Laplacian Vector Median Filter MLVMF. Fu Zou et al. [33] introduce FRU-
Net, which integrates the strengths of Fourier channel attention (FCA Block) and Resid-
ual units to enhance accuracy. The FCA Block dynamically allocates weights to learned 
frequency information, emphasizing precise high-frequency details in various biomedical 
images for segmentation based on different types of datasets.
For volumetric data, the authors transform the base U-Net architecture into 3D variants. 
Dhaval D. Kadia et al. [27] introduced Recurrent Residual 3D U-Net with Squeeze-and-Ex-
citation Residual modules, Soft-DSC and Exponential Logarithmic Loss functions, and 
the Adam optimizer for processing volumetric data. On the other hand, Vanda Czipczer 
and Andrea Manno-Kovacs [29] modified U-Net with an upsampling operation to expand 
the path to reduce the number of total parameters. Additionally, the authors introduce 
ResPath instead of skip connection to enable propagating spatial information loss during 
the pooling operation. Rongsheng Liu et al. [16] focus on integrating serial and parallel 
multi-attention modules in a 3D U-Net, with a specific emphasis on scale attention and 
dual attention modules. Those three architectures are used for lung, heart, and brain tu-
mor segmentation. Based on a high number of parameters, Floating-Point Operations 
Per Second (FLOPS), and not static salient regions, Kashish D. Shah [18] et al. propose an 
Efficient Multi-Encoder-Decoder (EMED-UNet).
Sudarshan Saikia et al. [34] introduced an empirical study for the segmentation of breast 
cancer using variations. The authors conclude that ResUNet has the best score, followed 
by base U-Net, MulitiResUNet, and Attention U-Net. The loss function used in their study 
is binary cross-entropy, with the same optimizer – Adam, and a learning rate of 0.01. 
U-Net GAN used the highest number of epochs – 1150, but on the other hand, the lowest 
number for epoch was 85 for Inception U-Net. Jiachen Hou et al. [24] propose SMR-UNet 
for lung nodule segmentation that integrates attention, multi-scale features, and residual 
structures. It replaces U-Net’s convolutional units with residual units for faster conver-
gence, incorporates a Transformer for improved global modeling, utilizes PixelShuffle to 
restore detailed information, and includes a multi-scale feature fusion module to enlarge 
the receptive field before upsampling. Additionally, GAU-Net, a Global Attention Mecha-
nism that combines channel attention module and spatial attention module and integrates 
different convolutions used on a brain tumor segmentation dataset, is research in [19].
Phuong Thi Le et al. [35] introduce the mobile anti-aliasing attention U-Net model 
(MAAU). The model’s encoder includes an anti-aliasing layer and convolutional blocks to 
decrease the spatial resolution of input images while preventing shift equivariance. On the 
other hand, the decoder utilizes an attention block and decoder module to capture signif-
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icant features in each channel. This model is used on the skin lesion segmentation dataset. 
Furthermore, Shaoming Pan et al. [32] use EG-TransUNet on various datasets. The au-
thors emphasized challenges related to extracting features and integrating spatial and se-
mantic information within the encoder process. Consequently, they enhanced EG-Tran-
sUNet by introducing three transformer-based modules: the progressive enhancement 
module, channel spatial attention, and semantic guidance attention.
On the other hand, Mohammed Khouy et al. [25] introduce genetic algorithms for base 
U-Net architecture to minimize the complexity and evaluate it on three different data-
sets. Furthermore, in [30], the base U-Net is modified with a deep skip connection that 
includes the same and large scale from the encoder to extract features of the encoder in 
ELU-Net. Stripped-Down UNet (SD-UNet) presented in [22] has five blocks of encod-
ing as well as decoding. Both blocks incorporate depthwise separable convolution layers, 
SD-UNet blocks, dropout layers for regularization, and max-pooling layers.
Naga Raju Gudhe et al. [21] present MILD-Net, a multi-level dilated residual network. 
This architecture integrates non-linear multi-level residual blocks into skip connections. 
The primary aim is to address the semantic gap by introducing these blocks, which help 
restore information lost during the concatenation of features from the encoder to the de-
coder units. On the other hand, the Spatial-Channel Attention U-Net (SCAU-Net) adopts 
a symmetrical structure with an encoder-decoder style [37]. It incorporates spatial and 
channel attention as modular components, allowing them to be seamlessly integrated into 
the architecture. The primary objective is to improve the significance of locally related 
features while suppressing irrelevant features at both spatial and channel levels.
To answer RQ3 and RQ3.1, we conducted Table 2. The table consists of publicly available 
datasets that are used to evaluate different U-Net-based architectures and Dice similarity 
coefficient scores. The most frequently used datasets for evaluating the U-Net-based ar-
chitectures are from the BraTS and Data Science Bowl group, followed by the ISIC Chal-
lenge and GlaS. The highest Dice score – 0.82 for the BraTS datasets group has SD-UNet 
architecture. For the DataScience Bowl, MILDNet and U-Net11 have the highest Dice 
score of 0.95. For the 3D-IRCADb-01 dataset, base U-Net has a Dice score of 0.97. Four 
U-Net-based architectures were evaluated on the ISIC Challenge dataset and MILDNet 
achieved the highest score of 0.94. Additionally, SAB-Net was evaluated on four different 
datasets, with the highest Dice score of 0.78 on the Liver CT dataset.
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Table 2. Overview of datasets and Dice scores.

Dataset Paper Used U-Net Architecture Dice

BraTS 2018, 2019 [38]

[16] 3D U-Net 0.79
[18] EMED-UNet 0.74
[30] ELU-Net 0.81
[19] GAU-Net 0.76
[20] U-Net++ 0.69
[22] SD-UNet 0.82

3D-IRCADb-01 [39] [28] U-Net based 0.97
[29] 3D RP-UNet 0.94

Data Science Bowl 2018 
[40]

[31] U-Net11
0.95 lung

0.79 nuclei
0.69 breast cancer

[26] Sharp U-Net 0.91
[32] EG-TransUNet 0.93
[33] FRUNet 0.92
[25] GA-UNet 0.90
[21] MILDNet 0.95

TCGA-BRCA [41] [34] Best is RAUNet 0.85 breast cancer

ISIC Challenge 2017, 2018, 
2019 [42]

[35] MAAU-Net 0.88 skin mela-
noma

[26] Sharp U-Net 0.84
[21] MILDNet 0.94
[32] EG-TransUNet 0.90

PH² [43] [36] Residual Attention U-Net 0.94

GlaS [44]
[33] FRUNet 0.84
[32] EG-TransUNet 0.90
[23] KiU-Net 0.83

Heart MRI [45]

[17] SAB-Net

0.57
Liver CT [46] 0.78

Spleen CT [45] 0.74
Colonoscopy [47] 0.61

LIDC [48] [24] SMR-UNet 0.91
The Kaggle Lung [49] [25] GA-UNet 0.98
The Kaggle Liver [50] 0.97

CVC-ClinicDB [51] [32] EG-TransUNet 0.95
[26] Sharp U-Net 0.83

MICCAI Sliver07 [52] 3D RP-UNet 0.94
LUNA16 [53] [27] Recurrent Residual 3D 

U-Net
0.98

VESSEL12 [54] 0.98
CRAG [55] [37] SCAU-Net 0.91
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The general highest Dice score – 0.98, was obtained for the VESSEL12, Kaggle Lung, and 
LUNA16 datasets. The same type of U-Net architecture, Recurrent Residual 3D U-Net was 
evaluated on the LUNA16 and VESSEL12 datasets. Furthermore, GA-UNet was evaluated 
on the Kaggle Lung dataset.
In their review from 2022, Reza Azad et al. [56] proposed various forms of U-Net and 
some parts of popular datasets to provide a model library for future research. Since the 
convolutional neural network U-Net architecture is constantly evolving, the focus of this 
literature review is the time frame from 2018 to 2023. In this paper, based on the research 
questions of the U-Net architecture and its variants, specific groups of organs and data 
sets are correlated. In order to gain complete insight, the systematic review follows strict 
inclusion and exclusion criteria for the inclusion of papers with the aim of being able to 
compare architectures, datasets, and results.

6. CONCLUSIONS

The use of U-Net convolutional neural networks in the field of biomedicine is extremely 
important for the identification and diagnosis of various health conditions. This litera-
ture review examines the development of a base U-Net architecture specified for certain 
emerging challenges. Different variants solve the problems of noise reduction, complexity, 
processing time, small datasets, low feature extraction, and image quality preservation. 
Furthermore, the number of variants related to complex images, with a focus on 3D mo-
dalities, is growing. The most frequently used datasets are the areas of semantic segmen-
tation of brain, lung, liver, and breast tumors. On the other hand, the door related to 
segmentation at the level of the cell nucleus is open. The limitations of this review refer to 
the scientific database, Scopus.
In further work, it should be proposed to expand the scientific bases during the literature 
review, as well as evaluate the U-Net network on different datasets, and find patterns for 
the best Dice score. The development of this architecture should refer to specialized parts 
of modalities and medicine, due to the specificity of the challenges that appear. Further-
more, future steps may be to search for challenges for U-Net architecture.
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